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Highlights

The novel Al25Zn/SiC composites have been successfully fabricated using stir-casting
technique.

In spite of decrease in ductility, highest wear resistance, hardness, tensile strength
and lowest COF is observed for the composite with 15wt% of SiC.

The dominance of pin temperature (65.03%) on wear rate and COF is confirmed by
S/N ratio, ANOVA and SEM of worn surfaces.

Regression and ANN model are found capable of predicting wear behavior of the
composite with reasonable accuracy.

Abstract

In this investigations, an effect of silicon carbide addition on dry sliding wear behavior of Al25Zn/SiC composites was studied at
different temperature, load and sliding speed for a sliding distance of 1400 m using a pin on disc tribometer with EN24 shaft steel
disc as per Taguchi L  orthogonal array. Under equal test situation, highest wear resistance, hardness, tensile strength and lowest
coefficient of friction were observed for the composite with 15 wt% of SiC. The pin temperature is identified as the most
influencing factor for the wear and friction characteristics of the composites. Regression model and Artificial Neural network
model developed were found capable of predicting wear behavior of the composite. The mechanism of wear observed is adhesion,
abrasion and delamination.
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Abstract—Bugs are one of the critical issues for any software 

firm. Most of the software firms pay near about 45 percent value 

to manage these bugs. An inevitable step of managing bugs is bug 

triage, which involves assigning new incoming bug to an expert 

person who can solve this bug. To handle these bugs manually is 

very time consuming process. To decrease the time in manual 

work, text classification techniques are applied to conduct 

automatic bug triage. This paper address the matter of reduction 

for bug triage, i.e., the way to reduced scale and improve the 

standard of bug information. We combine instance selection 

method with feature selection method to reduced information scale 

on the bug dimension and the word dimension. Then we propose a 

binary classification method to predict the order of instance 

selection and feature selection method based on the attributes of 

historical bug datasets. This method of information reduction will 

effectively reduce the scale of dataset and improve the accuracy of 

bug triage technique. Then the bugs are distributed to bug solving 

experts. 

 
Index Terms—Bug data reduction, feature selection, instance 

selection, bug triage, prediction for reduction orders 

I. INTRODUCTION 

Many of the software companies need to deal with large 

amount of software bugs daily. Software bugs are unavoidable 

and fixing these software bugs is a very expensive task. In fact, 

many of the Software organization spend lots of their resources 

in managing these bugs. For handling this bugs, bug 

repositories are used. Bugs which are reported by users are 

stored in the bug repository. In a bug repository, a bug is 

maintained as a bug report, which records the textual 

description of reproducing the bug and updates according to the 

status of bug fixing. Many open source software projects have 

an open bug repository that permits both users and developers 

to submit faults or issues in the software and suggest possible 

improvements. For open source large scale software projects, 

the number of daily bugs is so large which makes the triaging 

process very difficult and challenging. There are two challenges 

related to bug data that may affect the effective use of bug 

repositories in software development tasks, namely the large 

scale and the low quality. 

When a bug report is formed, a human triage is used to 

provide this bug to a developer, who will try to fix these bugs. 

Bug assignment to the developer is also recorded in a bug 

report. The method of assigning a correct developer for fixing  

 

the bug is known as bug triage. Bug triage basically is one of 

the most time consuming step in managing of bugs in software 

projects. Manual bug triage is very time consuming process. In 

traditional bug repositories system, all the large amount of bugs 

were manually triaged by some specialized developers i.e 

human triager. Manual bug triage is expensive in time cost and 

low in accuracy because of large number of daily bugs. To 

avoid this problem existing system has proposed automatic bug 

triage approach [1]. This approach applies text classification 

techniques to predict the developer for bug report. Based on the 

result of text classification bug is assigned to specialized 

developer. To improve the result of text.  

Classification techniques for bug triage, some further 

techniques are investigated, e.g., a tossing graph approach [10] 

and a collaborative filtering approach [13]. Large-scale and 

low-quality bug data in bug repositories block the techniques of 

automatic bug triage. This paper proposes data reduction 

technique for bug triage to reduce the size of bug dataset and 

improve the quality of bug dataset. Data reduction techniques 

is used to remove some bug reports and words which are 

redundant and non-informative. For that we used two methods 

i.e. instance selection (IS) and feature selection (FS).The order 

of applying instance selection and feature selection algorithms 

may also affect the bug triage process. So to decide order, we 

build a binary classifier based on the historical data set. This 

process gives us reduced data set that can be used for assigning 

developer to an incoming bug. 

II. LITERATURE SURVEY 

Bug triage aims to assign an appropriate developer to fix 

anew bug, i.e., to determine who should fix a bug. Cubrani cand 

Murphy [5] first proposed the problem of automatic bug triage 

to reduce the cost of manual bug triage. They applied text 

classification techniques to predict related developers for new 

incoming bug. In their work a bug report is mapped to a 

document and an assigned developer is mapped to the label of 

the document. Then, bug triage is converted into a problem of 

text classification and then it is automatically solved with the 

help of any mature text classification techniques, for e.g., Naive 

Bayes [5]. Based on the results a human triager assigns new 

bugs by incorporating his/her expertise. Anvik and Murphy [2] 

extended above work to reduce the effort of bug triage by 
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creating development-oriented recommenders. Jeong et al. [10] 

found that over 37 percent of bug reports had been reassigned 

in manual bug triage. They introduced a graph model, which 

captures bug tossing history. This graph model reveals 

developer networks which can be used to discover team 

structures and to find suitable experts for a new task. Then it 

helps to assign developers to bug reports, correctly. To avoid 

low-quality bug reports in bug triage, Xuan et al. [19] trained a 

semi-supervised classifier by combining unlabeled bug reports 

with labeled ones. This new approach combines naive Bayes 

classifier and expectation maximization to take advantage of 

both labeled and unlabeled bug reports. This approach trains a 

classifier with a fraction of labeled bug reports. Then the 

approach iteratively labels numerous unlabeled bug reports and 

trains a new classifier with labels of all the bug reports. They 

also employed a weighted recommendation list to boost the 

performance by imposing the weights of multiple developers in 

training the classifier. Park et al. [13] converted bug triage into 

an optimization approach [13]. Large-scale and low-quality bug 

data in bug repositories block the techniques of automatic bug 

triage. Problem and propose collaborative filtering approach to 

reduce the bug fixing time. In a general recommendation 

problem, content based recommendation (CBR) is well known 

to suffer from over specialization recommending only the types 

of bugs that each developer has solved before. This problem is 

critical in practice, as some experienced developers could be 

overloaded, and this would slow the bug fixing process. Then 

they took two directions to address this problem: First, they 

reformulated the problem as an optimization problem of both 

accuracy and cost. Second, they adopted a content-boosted 

collaborative filtering (CBCF), combining an existing CBR 

with a collaborative filtering recommender (CF), which 

enhances the recommendation quality of either approach alone. 

III. SYSTEM ARCHITECTURE 

 
Fig. 1.  System Architecture 

 

    In the data reduction, removal of bug reports and words 

are done which are unnecessary and noisy. Here, bug dimension 

and word dimension are removed simultaneously. For that in 

proposed system, existing techniques for instance selection (IS) 

and feature selection (FS) are used. Applying only instance 

selection gives the reduced bug reports but correctness of bug 

triage gets decrease. And applying only feature selection gives 

reduced words of bug data and correctness gets increase. Hence, 

proposed system combines both techniques which can increase 

accuracy; also reduce bug reports and words of bug reports. In 

proposed system, firstly, attributes from historical data set gets 

extracted. Then, existing algorithm of instance selection gets 

applied on the data set. It gives the bug reports which have more 

instances. On the other hand, Feature selection gets applied on 

the data set. In Feature selection, initially objective value of 

words of bug reports gets calculated. Then Feature selection 

selects the features with more objective value. So feature 

selection creates subset of important Feature. In Proposed 

system, we are merging the results of these two algorithms. In 

this merging process, important feature subset from feature 

selection algorithms gets applied on bug reports of instance 

selection algorithm. So, we get bug reports which contains 

important feature. Therefore finally we get reduced bug data 

set. Then for new bug, we create new bug report. Then Naive 

Bayes classifier is used and new bug reports gets compared with 

existing dataset, from this we get bug reports with respect to 

newly arrived bug. Then, we are considering this data to find 

top k solution to fix the bug. Therefore Ranking technique is 

used for that final dataset, to predict top k results. Here, Top k 

pruning algorithm is used. Bug Solutions will get rank, based 

on how many times that solution gets updated. As per ranking, 

we get descending order of top results, to fix bug. Finally, 

proposed system will predict the top k results for fixing new 

bug. 

Algorithm-1: Data reduction based on FS→IS 

The algorithm gives how to decrease the bug data based on 

FS→IS. Output of data reduction algorithm is a new and 

decreased data set. Here, two techniques i.e. Feature selection 

and Instance selection are applied sequentially. 

1. Input: training set T with p words and q bug reports, 

2. Reduction order FS→IS 

3. Final number pF of words, 

4. Final number qi of bug reports, 

Output: reduced data set TFI for bug triage 

Steps: 

1. Apply FS to p words of T and calculate objective 

values for all the words; 

2. Select the top pF words of T and generate a training 

set TF  

3. Apply IS to qI bug reports of TF; 

4. Terminate IS when the number of bug reports is 

equal to or less than qI and generate the final 

training set TFI. 

IV. PROPOSED WORK 

The proposed framework is categorized into five phases. 

It is listed as follows: 
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A. Data Set Collection 

The data is collected from bug repository that contains 

activities, results, context and other factors. The data collection 

Plays a very important role to evaluate the classification. The 

data is stored in the form of statistical matrix where each 

column represents a specific variable. 

 

1) Preprocessing methods 

      Data preprocessing is known as data cleaning process. It is 

processed by resolving missing values, smoothing the noisy 

data and resolving the inconsistencies. The irrelevant data is 

also eliminated from the dataset. 

 

2) Feature selection and instance selection 

    The integration of instance selection and feature selection is 

employed to reduce the scale of the data. The task of instance 

selection is to reduce the number of instances by eliminating the 

noise and redundant sets. By disposing the high dimensional 

data, an effective bug triage is obtained and Feature selection is 

used for increase the accuracy. 

 

3) Bug data reduction 

    The task is to reduce the level of bug data. It also used for 

improving the accuracy of the bug triage. Concurrently it also 

reduces the scale and quality of the data. 

 

4) Performance evaluation 

  The algorithm is used for reduced the high dimensional spaces 

using some non-representative instances. The quality of bug 

triage can be measured with the exactness of bug triage to 

reduce noise and redundancy in bug data sets. 

 

5) Keyword selection 

   Key words in this areas in order to optimize your site for your 

keyword list. It has potential to break sites revenue thus key 

word selection plays extremely important part in SEO process. 

It is a first step in implementing a SEO strategy. 

1. Make the list of keywords for that purpose use 

keyword resources tool  

2. Refine your keyword list 

3. Determine how competitive your keyword phrases 

are. 

V. PROPOSED WORK OF PROJECT TOPIC 

We address the problem of data reduction for bug triage, i.e., 

how to decrease the bug data to save the labor cost of developers 

and improve the quality to facilitate the process of bug triage. 

Data reduction for bug triage aims to build a small-scale and 

high-quality set of bug data by removing bug reports and words, 

which are redundant or non-informative. In our work, we 

combine techniques of instance selection and feature selection 

to simultaneously reduce the bug dimension and the word 

dimension. The reduced bug data contain little bug reports and 

little words than the original bug data and provide similar 

information over the original bug data. We evaluate the reduced 

bug data according to two criteria: the scale of a data set and the 

accuracy of bug triage. Given an instance selection algorithm 

and a feature selection algorithm, the order of applying these 

two algorithms may affect the results of bug triage. we propose 

a predictive model to determine the order of applying instance 

selection and feature selection. We refer to such resolution as 

prediction for reduction orders. Then, we train a binary 

classifier on bug data report with extracted attributes and 

predict the order of applying instance selection and feature 

selection for a new bug data set. The instance selection 

technique to the data set can decrease bug reports but the 

accuracy of bug triage may be decreased; applying the feature 

selection technique can reduce words in the bug data and the 

accuracy can be increased. Meanwhile, combining both 

techniques can improve the accuracy, as well as reduce bug 

reports and words 

The primary contributions of our project are as follows: 

1. We present the problem of data reduction for bug triage. 

This issue aims to augment the data set of bug triage in two 

aspects, namely  

a) To simultaneously decrease the scales of the bug 

dimension and the word dimension and  

b) To improve the accuracy of bug triage. 

2. We propose a combination approach to addressing the issue 

of data reduction. This can be viewed as an application of 

instance selection and feature selection in bug repositories. 

3. We build a binary classifier to predict the order of applying 

instance selection and feature selection. To our skill, the 

order of applying instance selection and feature selection 

has not been investigated in related domains. 

VI. CONCLUSION 

     Bug fixing is a cultivated part of software organization. One 

of the major challenges in process of bug triage is to allocate a 

skilled developer to fix a new bug. This paper proposes the 

complete abstraction of an automatic bug triage approach and a 

framework that removes the issue of bug data to a huge extent. 

Feature selection and Instance selection techniques are 

combined to obtain better quality of bug data. Use of NB 

Classifier is proposed for suggesting a list of expert developers 

for fixing the bug. 
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Abstract—A software bug is a problem which causes a computer 

program or system to crash or produce invalid output or to behave 

unintended way. Software bugs are unavoidable. Many software 

companies have to face large number of software bugs. Bug Triage 

consumes more time for handling software bugs. It is the process 

of assigning a new bug to the correct potential developer. In this 

paper, we deal with the software bugs where large Software 

Company spent lot many of their cost in the same. The step of 

fixing the bug is called as bug triage where we correctly assign a 

developer to a new bug. Here, we address the problem of data 

reduction for bug triage. The problem of data reduction deal with 

how to reduce the scale and improve the quality. Hence, we 

combine instance selection with feature selection both 

simultaneously to reduce bug dimension and word dimension. We 

also extract the historical bug data set and predictive model to 

build new data set. This work provides leveraging techniques on 

data processing for high quality bug data in the software 

development. 

 

Index Terms— Bug triage, bug repositories, bug data reduction, 

feature selection, instance selection, machine learning techniques. 

I. INTRODUCTION 

     Software companies spend over 45 percent of cost infixing 

bugs. Due to the daily-reported bugs, a large number of new 

bugs are stored in bug repositories. There are two challenges 

related to bug data that may affect the effective use of bug 

repositories in software development tasks, namely the large 

scale and the low quality. On one hand, due to the daily-

reported bugs, a large number of new bugs are stored in bug 

repositories. On the other hand, software techniques suffer from 

the low quality of bug data. Two typical characteristics of low-

quality bugs are noise and redundancy. Noisy bugs may mislead 

related developers while redundant bugs waste the limited time 

of bug handling. 

II. LITERATURE SURVEY 

To avoid the expensive cost of manual bug triage, an 

automatic bug triage approach was proposed, which applies text 

classification techniques to predict developers for bug reports. 

In this approach, a bug report is mapped to a document and a 

related developer is mapped to the label of the document. Then,  

 

 

bug triage is converted into a problem of text classification and 

is automatically solved with mature text classification 

techniques, e.g., Naive Bayes. Based on the results of text 

classification, a human triage assigns new bugs by 

incorporating his/her expertise. Literature survey is the most 

important step in software development process. Before 

developing the tool it is necessary to determine the time factor, 

economy and company strength. Once these things are satisfied, 

then next steps are to determine which operating system and 

language can be used for developing the tool. Once the 

programmers start building the tool the programmers need lot 

of external support. 

III. SURVEY ON RESEARCH PAPER  

In this paper [1], Semi-automated approach uses a supervised 

machine learning algorithm to suggest developers who may be 

qualified to resolve the bug. It has provided help triage to 

assigning bugs more efficient. If company has little knowledge 

then new triage can work on it. Bug triage aims to allocate an 

appropriate developer to fix a new bug that is to determine who 

should fix a bug. Author first proposes the problem of automatic 

bug triage to reduce the cost of manual bug triage. When a new 

report arrives, the classifier produced by the supervised 

machine learning technique offered a small number of 

developers suitable to resolve the report. The process only can 

work on two projects i.e., Mozilla and Firefox. In this Paper [2], 

for the text representation and processing a concept of distance 

graphs is proposed. This paper able to introduce the idea of 

distance graph representations of text statistics. Such 

representations preserve facts approximately the relative 

ordering and distance between the words inside the graphs and 

offer a far richer illustration in phrases of sentence shape of the 

underlying facts. This technique permits knowledge discovery 

from textual content which isn't always viable with using a 

natural vector area representation, because it loses an awful lot 

much less records approximately the ordering of the underlying 

phrases. The detail study of the problems of similarity search, 

plagiarism detection, and its applications wasn’t specified. In 

This paper [3], it presents a dynamic test generation technique 
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for the domain of dynamic Web applications. The technique 

utilizes both combined concrete and symbolic execution and 

explicit-state model checking. The technique generates tests 

automatically, runs the tests capturing logical constraints on 

inputs, and minimizes the conditions on the inputs to failing 

tests so that the resulting bug reports are small and useful in 

finding and fixing the underlying faults. 

It detects run time error and use HTML validate as on oracle. 

They perform automated analysis to minimize the size of failure 

inducing input. In This Paper [4], here proposed an approach 

where profile is created for each developer based on his 

previous work and is mapped to a domain mapping matrix 

which indicates the expertise of each developer in their 

corresponding area. A key collaborative hub for many software 

improvement projects is the bug file repository. Although its 

use can enhance the software program improvement process in 

some of methods, reports introduced to the repository want to 

be triaged. A triage determines if a record is meaningful. 

Significant reviews are then organized for integration into the 

assignment's improvement system. To assist triages with their 

work, this article offers a device getting to know method to 

create recommenders that assist with a ramification of 

selections aimed at streamlining the improvement method. This 

paper created using this method have a precision among 70% 

and ninety eight% over five open source projects. The software 

developer improves the process of finding the solution in 

number of way on particular error. It utilizes the expertise 

profile of developers maintained in Domain Mapping Matrix 

(DMM). 

In This Paper [5], They Mentioned that the bug can be 

automatically assign to the potential developer for evaluating 

all the bug report carefully which saves resources used in bug 

triage or bug assigning task. Bug triage, deciding what to do 

with an incoming bug report, is taking up increasing amount of 

developer resources in large open-source projects. In this paper, 

propose to apply machine learning techniques to assist in bug 

triage by using text categorization to predict the developer that 

should work on the bug based on the bug’s description. We 

demonstrate our approach on a collection of 15,859 bug reports 

from a large open-source project. Our evaluation shows that our 

prototype, using supervised Bayesian learning, can correctly 

predict 30 % of the report assignments to developers. The two 

problems with this approach is sometime the developer who fix 

the bug is not the one to whom it was officially assigned, second 

the algorithm does not proved to be as efficient as it was thought 

to be. 

A. Existing System 

    In traditional software development, new bugs are manually 

triaged by an expert developer, i.e., a human triage. Due to the 

large number of daily bugs and the lack of expertise of all the 

bugs, manual bug triage is expensive in time cost and low in 

accuracy. Conventional software analysis is not fully suitable 

for the large-scale and complex data in bug repositories. The 

existing system working is: 

1.     In traditional software development, bugs were triaged by 

human, the new bugs were triages by him manually. Triaging 

the huge number of bugs manually takes much more time and 

cost for them. To overcome the problem, automatic bug triage 

system is introduced in the existing system. The automatic bug 

triage system uses the text classification technique, in which 

each the each reported bug is assigned to the developer. 

Developer is mapped to the label of the document containing 

bugs that are to be resolved. Bug triage is then converted into 

the problem of text classification and bugs are automatically 

solved with text classification techniques. For.eg. Naive Bayes. 

From the results of text classification, a bug triage assigns new 

bug by incorporating his/her expertise. 

B. Proposed System 

     In this paper, we propose a predictive model to determine 

the order of applying instance selection and feature selection. 

We address the problem of data reduction for bug triage, i.e., 

how to reduce the bug data to save the labor cost of developers 

and improve the quality to facilitate the process of bug triage. 

We evaluate the reduced bug data according to two criteria: the 

scale of a data set and the accuracy of bug triage. To avoid the 

bias of a single algorithm, we empirically examine the results 

of four instance selection algorithms and four feature selection 

algorithms. In our work, we combine existing techniques of 

instance selection and feature selection to simultaneously 

reduce the bug dimension and the word dimension. The reduced 

bug data contain fewer bug reports and fewer words than the 

original bug data and provide similar information over the 

original bug data. 

1. Data reduction for bug triage aims to build a small-

scale and high-quality set of bug data by removing bug 

reports and words, which are redundant or non-

informative. 

2. Given an instance selection algorithm and a feature 

selection algorithm, the order of applying these two 

algorithms may affect the results of bug triage. 

3. Drawn on the experiences in software metrics, we 

extract the attributes from historical bug data sets. 

Then, we train a binary classifier on bug data sets with 

extracted attributes and predict the order of applying 

instance selection and feature selection for a new bug 

data set. 

4. In the experiments, we evaluate the data reduction for 

bug triage on bug reports of two large open source 

projects, namely Eclipse and Mozilla. Experimental 

results show that applying the instance selection 

technique to the data set can reduce bug reports but the 

accuracy of bug triage may be decreased; applying the 

feature selection technique can reduce words in the 

bug data and the accuracy can be increased. 

5. Meanwhile, combining both techniques can increase 

the accuracy, as well as reduce bug reports and words. 

For example, when 50% bug reports and 70% words 
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are removed, the accuracy of Naive Bayes on Eclipse 

improves by 2% to 12% and the accuracy on Mozilla 

improves by 1% to 6%. Based on the attributes from 

historical bug data sets, our predictive model can 

provide the accuracy of 71.8% for predicting the 

reduction order. 

C. Motivation  

     Real-world data always include noise and redundancy. 

Noisy data may mislead the data analysis techniques while 

redundant data may increase the cost of data processing. In bug 

repositories, all the bug reports are filled by developers in 

natural languages. The low-quality bugs accumulate in bug 

repositories with the growth in scale. Such large-scale and low-

quality bug data may deteriorate the effectiveness of fixing bug. 

D. Architecture View 

 

 
Fig. 1.  Architecture view 

E. System Architecture 

     Illustration of reducing bug data for bug triage. Sub-figure 

(a) presents the framework of existing work on bug triage. 

Before training a classifier with a bug data set, we add a phase 

of data reduction, in (b), which combines the techniques of 

instance selection and feature selection to reduce the scale of 

bug data. In bug data reduction, a problem is how to determine 

the order of two reduction techniques. In (c), based on the 

attributes of historical bug data sets, we propose a binary 

classification method to predict reduction orders. 

F. Problem Definition 

      For reducing the affluent cost of manual bug triage we used 

automatic bug triage method. To build a predictive model for a 

new bug data sets that present the problem of data reduction for 

bug triage. 

IV. CONCLUSION 

This paper presented an all-inclusive survey on the data 

reduction technique for bug triage. The main features, the 

advantages and disadvantages of each technique are described. 

As Bug triage is a vital step of software maintenance in both 

labor cost and time cost. The goal is to correctly assign a 

developer to a new bug for further handling. Many software 

companies spend their most of cost in dealing with these bugs. 

The motivation of this work is to reduce the large scale of the 

training set and to remove the noisy and redundant bug reports 

for bug triage. As per survey, there is strong need to focus on 

reducing bug data set in order to have less scale of data and 

quality data. Propose the improved feature selection method by 

using kruskal model for addressing the problem of data 

reduction.  
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ABSTRACT 

Rash driving is most dangerous for people. Risky driving primarily includes heavy driving under the power of alcohol, is the 

major grounds of traffic accidents throughout the world. They provide an early detection to alert the dangerous vehicle 

maneuvers related to rash driving. There are lots of sensors used in various techniques to detect the rash driving. For this entire 

detection of rash driving, we require only a smartphone. We are going to use accelerometer sensor on the smartphone. After 

installing a program on the mobile phone, it will compute acceleration based on sensor readings and compare them with typical 

unsafe driving patterns extracted from real driving tests. The application allows the owner to track their cars. This application 

sends a notification to owner mobile regarding the car rash driving if any. It also sends the location of the car to the owner after 

every ten minutes. We can change this time interval. 

Keywords: Accelerometer sensor, Rash driving Detection, Android-based smart phone with GPS. 

1. INTRODUCTION  

In India an increasing number of vehicles on the roads, in recent past, have led to an increase in the number of road accidents. They 

have been alarming statistics regarding the number of road accidents. There have been alarming statistics regarding the number if 

accidents per day in India .A large number of people have died in India due to the increase in the number of accidents. Bad driving 

.lac of traffic control, and poor road conditions are the main reason for this. In this system we present a mobile phone application 

that uses combination if in-built sensors GPS, micro-phone and accelerometer, to detect driving behavior. This project is based in 

android mobile application which makes use of android sensors in order to detect rash driving patterns also accident cases. In this 

project we make use of latest android technologies which will directly communicate with our server and send alerts to admin user 

Admin can easily track the car which was added in his/her account. This system uses GCM push notification to implement alert 

system. Also to keep track of car it makes use of GPs system. And here   are developing our own server to communicate between 

client and admin app. 

2. LITERATURE SURVEY 

Various researchers have tried to monitor driver behavior using both dedicated sensors deployed inside car, roadside and Smartphone 

inbuilt sensors. [1] An android based application has been developed .This application collects data from accelerometer, GPS and 

also record sounds with help of microphone, and then data is combined and analyzed to detect rash driving patterns. [2] In this they 

have proposed a innovative application using a mobile smart phone that are integrated inside an automobile to evaluate driver style. 

they have utilizes three-axis accelerometer  of an android –based Smartphone to record and analyze various driver behavior .[3] 

They have developed an android application which uses data from accelerometer sensor, GPS sensor and video  recording is done 

with help of camera to give rating to the diver. Feedback can be used to aware the driver and improve performance. 
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3. SYSTEM DESIGN 

 

The application will communicate with application server using web services. The Alerts are generated on client device and they 

are delivered to admin device using GCM. Also application can fetch and send data to application server. The application server act 

as intermediate between GCM server and our application. 

A. GCM server  

The GCM server is mainly used to implement alerts system which is capable of sending small push messages to registered devices.It 

can also be used as an instant messaging mechanism. 

B. Application server  

The application server is a standard server used to establish communication between two devices. It also used to call web services 

in order to fetch the current location of the mobile device. 

C. Application 

This module is installed on android mobile which monitors the driving patterns also send the current location of mobile to the 

application server. 

4. GCM ARCHITECTURE 

 

Google GCM connection servers accept downstream messages from your app server and send them to the client app. The XMPP 

connection server can also accept messages sent upstream from the client app and forward them to your app server. 

5. CONCLUSION  

Driver Behavior monitoring has evolved tremendously in recent years. Driver safety can be enhanced by monitoring driver behavior 

.recording their aggressive driving events and giving feedback on recorded events. Monitoring driver behavior using inbuilt sensors 

of Smartphone has been evolving as a new trend because of less cost and considering the fact that many people already own it. This 

paper surveys various methods of detecting driver behavior. It also presents the challenges faced by researchers in detecting and 

predicting driver behavior. 
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ABSTRACT -The Smart Tracker System focuses on more simpler and advanced way to detect the particular object. 
This is a versatile tracker which will track the location of object of any system like library management system, 
shopping Malls, Medicals, Hospitals etc. In these existing systems activities like updating information of products, 
searching for products, updating records of new products in stock is done by manually or it’s partially automated 
process. But due to implementation of SMART TRACKER system, existing system has become fully automated, more 
efficient. It has taken existing system one step forward.  
 For demonstration of this idea we have taken a system which is important in our day to day life that is Library 
management system as a case study. Drawbacks of existing library management system are as manual process of 
maintaining records, addition of new books, searching of books is completely changed into smart system. In smart 
tracker system the users are registered by the admin and when next time user comes he will only need to signing his 
account and search for the book. The location of the particular book will be highlighted, and book will get issued. 
When new books will be added to library each book will be provided with Smart Card which will have unique code, 
and the details of the book will be added to that particular card and while issuing book user will only need to swap the 
card and the book will be issued on particular user’s name. If the position of the book will be misplaced the buzzer will 
beep. If the quantity of the book will get low that time admin will be notified. 
 So Smart Tracker is more efficient than existing library management system and Malls and Medicals. 
 
KEYWORDS:-Smart card, Location Indicator, LED lights, Buzzer. 
 

I. INTRODUCTION 
 

In Today’s world most of things we used in our day to day life are automated system. These things are not only 
automated but all need these things are to be operated on single click of button. Some of scenarios of these systems are 
shopping mall, Medical shoppy, super shoppy, Library system, hotels, Hospitals etc.  In this system to search a 
particular object or product is very time consuming job and all other management activities of these system are either 
done by manually or may be its semi-automated process. What if we get location of searched product on single click?? 
And managing all other related things in smart way rather than manual work. So to provide a solution we have 
developed a versatilesmart tracker. A smart trackerwill detect the location of object and highlight that object. All 
management activities like keeping records of users to whom products are sold as well as quantity of products 
available, maintenance of products, arrangement of products, and applying dues or fine, searching product, misplaced 
product etc. which are carried out currently manually or partially automated are turned into a smart system using Smart 
Tracker.  To illustrate the idea of Smart Tracker we have taken a very important thing of student’s day to day life 
Library System.  Using Smart tracker we have developed a Smart Library System. 
Our tradition attendance monitoring system or we can say in and out entry in the library of the student and teacher staff 
is manual by entering details in register. To overcome this, our propose system of in and out entry of students and 
teacher staff will be automatic. For this we are going to use RFID card and UHF reader to detect the RFID tag on the 
identity card. RFID tag will be read by the UHF reader at the entrance of the library and same for the exit. 
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II.    LITERATURE SURVEY 
 

1. DESIGN & IMPLEMENTATION OF RFID BASED BOOK TRACKING SYSTEM IN LIBRARY 
Abstract: The prime hurdle of user is to find exact title of book in library. The basic reason is wide spread of books or 
sometimes disordered arrangement in library. To avoid such issue, RFID based book tracking system is designed using 
PIC microcontroller. In this paper, near field RFID tags are used to locate exact position of books. The implemented 
system displayed the result on GLCD screen by tracing the shortest path. The main contribution of this work is that, the 
system is handy, easy to carry, highly accurate and reasonably low priced. 
  
2.SMART LIBRARY MANAGEMENT SYSTEM USING RFID  
Abstract: Applicability of Radio Frequency Identification (RFID) system which is a new generation of Auto 
Identification and Data collection technology in a future Smart Library Management System is presented in this paper. 
It helps to automate business processes and allows identification of large number of tagged objects like books, using 
radio waves. In existing system barcode and token card system were used. Barcodes have no read/write capabilities; 
they do not contain any added information such as expiry date etc. and it needs line of sight, less security and it also can 
easily damage. By using token card system, they are very labour intensive and work process for the librarians was 
more. By considering the above demerits in the existing systems, the proposed Smart RFID system, which is a wireless 
non-contact system that uses radio frequency to transfer data from a tag attached to an object, for the purpose of 
automatic identification and tracking. RFID doesn’t need the line of sight, it remove manual book keeping of records, 
improved utilization of resources like manpower, infrastructure etc. Also less time consumption as line of sight and 
manual interactions are not needed for RFID Tag reading. RFID based Library Management system would help to 
allow fast transaction flow for the library and will prove immediate and long term benefits to library in traceability and 
security. 
 
3.IDENTIFICATION OF EMPLOYEES USING RFID IN IE-NTUA7666 
Abstract :During the last decade with the rapid increase in indoor wireless communications, location-aware services 
have received a great deal of attention for commercial, public-safety, and a military application, the greatest challenge 
associated with indoor positioning methods is moving object data and identification. Mobility tracking and localization 
are multifaceted problems, which have been studied for a long time in different contexts. Many potential applications in 
the domain of WSNs require such capabilities. The mobility tracking needs inherent in many surveillance, security and 
logistic applications. This paper presents the identification of employees in National Technical University in Athens 
(IE-NTUA), when the employees access to a certain area of the building (enters and leaves to/from the college), Radio 
Frequency Identification (RFID) applied for identification by offering special badges containing RFIDtags. 
 
4. ONLINE PEOPLE TRACKING AND IDENTIFICATION WITH RFID AND KINECT7666 
Abstract : We introduce a novel, accurate and practical system for real-time people tracking and identification. We used 
a Kinect V2 sensor for tracking that generates a body skeleton for up to six people in the view. We perform 
identification using both Kinect and passive RFID, by first measuring the velocity vector of person’s skeleton and of 
their RFID tag using the position of the RFID reader antennas as reference points and then finding the best match 
between skeletons and tags. We introduce a method for synchronizing Kinect data, which is captured regularly, with 
irregular or missing RFID data readouts. Our experiments show centimetre-level people tracking resolution with 80% 
average identification accuracy for up to six people in indoor environments, which meets the needs of many 
applications. Our system can preserve user privacy and work with different lighting. 
 

III.EXISTING SYSTEM APPROACH 
 
In existing system updating records of products as well as users, and other activities such as searching for 

product, arrangement of products is to be done manually. In existing system, In case of library management system user 
does his entry in register of records, he searches for particular book he wishes to issue, he goes to librarian and issues 
the book, and entry of the book is done in register. In case of mall the customers. In short in existing system all the 
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process for issuing products requires human efforts. It consumes too much of time as well as it is not safe as anyone 
can steal the product in case of mall and books in case of library. That means from security point of view existing 
system is not that useful as well as safe 
 

IV.PROPOSED SYSTEM APPROACH 
 

 
 

Fig.1 Block Diagram of Proposed System 
 

To make Smart library management system by providing Smart card for each user which will store the details 
about book and register student/staff and highlight the location of book on particular shelf on which that book is 
located. It will also notify the admin about the quantity of the book and if the position of the book will be misplaced. 
Automated I-card should be provided to students and faculty and it has unique ID, entry will be stored on think speak 
sever. 
 

V.  CONCLUSION 
 

Smart Tracker: Track The World makes user as a smart user  by providing smart card which stores book related details 
. 
This System provide exact location of search book. 
Details of issued book is stored within a card. Librarian will get that details on a single click. 
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Abstract—Wrong medication may leads to serious diseases 

which stays for lifetime due to which people have to take the 

medicines for a lifetime. To avoid such problems' medication or 

reminder system is needed which will help people to take 

medicines on time by reminding them. Our smart medicine box 

will remind people to take medicines on time using alarm, light, 

and message for old age people or who are suffering with disease 

like amnesia. Our smart medicine box is based on the concept IOT 

(Internet of things).This paper describe the overview of smart 

medicine box which act as assistive device to avoid non-compliance 

of medicine. It consists of a hardware box of compartments for a 

week (per day 3 time*7 days of week=21) as well as android 

application for informing the family member and respective 

doctor whether patient take medicines or not.  

  

Index Terms— smart medicine box, old age patient, real time 

clock, IR sensor 

I. INTRODUCTION 

This project is based on the IOT (Internet of things). Our 

medicine box is targeted on user who regularly take drugs or 

vitamin supplements. The smart medicine box is built for the 

seven days and four different time in a day, so the user can 

manage to take medicine easily. The provided medicine box is 

programmable so user can set the time when to take the 

medicines, name of medicine, and quantity of medicine. After 

installing medicines into smart medicine box, the box will 

remind the user through the sound, light and message. Our 

smart medicine box confirm that user take the medicine or not. 

If user miss to take medicine the medicine box send 

acknowledgement message to the respective doctor or family 

member. Smart medicine box provide flexibility to the user to 

take the medicines. If your paper is intended for a conference, 

please contact your conference editor concerning acceptable 

word processor formats for your particular conference.  

II. LITERATURE SURVEY 

In conclusion, this device can help and give advantage to the 

all human beings which are faced regular health problems. The 

main motive for this innovation is to monitor the medicine 

intake for intrinsic patients. It is practical in the morning and 

evening as well as used at night. This device is controlled by 

using sensor and timer system, so the patients does not need to 

remember the schedule of medicines. This system is a very 

good to apply in the hospital (where nurses are not provided) as  

 

 

well as homes because it can do the job of nurse which making 

the patients more comfortable to stay at the homes. Present time 

will be saved in RTC module. So at the time of taking medicine 

system generate Notification sound and display the Bright light 

in certain pill boxes. So, patient can know the specific box from 

which he has to take out medicines. 

Many peoples are forget to take medicines on time. The model 

of smart medical box is a single board computer based device 

for peoples who suffer with short term memory loss. It is an 

alarm based device that helps in reminding patient about their 

medicine. The use of Internet of Things (IOT) concept and 

health sensing technology make diagnosis easier and 

convenient for the doctors as well as the patients [1]. This paper 

presents overview of a device for monitoring non-compliance 

of medicine by providing a single platform and a closed loop 

connection between patients, doctors, and pharmacies. This 

work gives insight into mechanical design, system architecture 

and design of android application, and integrating the physical 

system to cloud. The architecture used is secure one as it uses 

end-to-end encryption for sending sensor data [2]. This device 

helps in maintaining one-time medication to the patients, and 

help increasing the life expectancy. 

III. SYSTEM ARCHITECTURE 

 
 

Fig. 1.  Smart Medicine Box Architecture 
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Generally, there are some regular patients who take 

medicines thrice a day for them it will be helpful to use this 

smart medication system. Now a day’s most of people are not 

having time from their busy schedule for that purpose, we have 

developed this system for reminding people about their 

medicine. In this we have installed the battery for providing 

Power Supply, and the working flow of the system is like at first 

the user has to set the timer for taking medicines as per the 

guidelines by a doctor (twice or thrice a day) and for that there 

is a keypad. There are 21 Sub-Compartment in the system as 

7*3=21 (7 for week days*3 per day). And in each compartment 

we have installed sensors and small LED’s. And at the 

particular time set by the user the system will start buzzer sound 

to remind that patient to take the medicines and it will also 

indicate from which compartment the medicines should be 

taken by the LED. And the later system checks whether a 

patient has taken the medicines or not with the help of sensors. 

If the patient doesn't take medicine system will inform this to 

the siblings and the doctor of that patient using GSM Module 

by sending SMS. 

IV. COMPONENTS 

1) Voltage Regulator  

    A voltage regulator is an electricity regulation device 

designed to automatically convert voltage into a lower, usually 

direct current, and constant voltage. The term may refer to a 

voltage regulator integrated circuit, which is often found in 

computers and other electronic devices that are plugged directly 

into an alternating current wall outlet but require only a small 

DC voltage. The term can also refer to voltage regulation or 

power module, such as cell phone and laptop chargers. Some 

regulators do not increase or decrease a device's voltage, but 

just ensure output value. 

 

2) Real time clock 

     A real-time clock is an artillery powered clock that is 

included in a microchip unit in a computer. This microchip is 

usually separate from the microprocessor and is often referred 

to simply as "the CMOS". A small memory on this microchip 

stores system description including current time values stored 

by the real-time clock. The time values are for the years, month, 

date, hours, minutes, and seconds. 

 

3) GSM Module  

  A GSM module is a circuit that will be used to create 

communication between a mobile device or a computing 

machine and a GSM system. .These modules consists of a GSM 

module used by a power supply and communication interfaces 

for computer. A GSM modem can be a dedicated modem device 

with a USB it can be a mobile phones that provide GSM modem 

efficiency. 

 

4) LED  

   IT stands for “Light-Emitting Diode” An LED is an electronic 

device that emits light when an electrical current is passed 

through it. Early LEDs produced only red light, but Recent 

LEDs can produce several different colours, including red, 

green, and blue (RGB) light. Latest advances in LED 

technology have made it possible for LEDs to produce white 

lights as well. 

 

5) Buzzer  
   A buzzer is an electrical device that is used to make a sound. 

 For example, to attract user’s attention. 

 

6) IR Sensor  

    An infrared sensor is an electronic device which emits in 

order to sense some object of the surroundings. An IR sensor 

can measure the heat of an object as well as detects the motions. 

These types of sensors measures only infrared lights, rather than 

emitting it that is called as a passive Infrared sensor. 

 

7) Ultrasonic  

    An ultrasonic sensor is a device that measures the distance to 

an object using ultrasonic sound waves. An ultrasonic sensor 

uses a transducer to transmits and receive ultrasonic pulses that 

relay back data about an object’s proximity. High-frequency 

sound waves reflect from boundaries to produce unique echo 

patterns. 

 

8) Proximity  

  A proximity sensor is an electronic sensor that can detect the 

presence of objects within its zone without any physical 

contact. In order to sense thing, the proximity sensor emits a 

beam of electromagnetic radiation, usually in the form of 

infrared light, and senses the reflection in order to determine the 

thing’s proximity or space from the sensor. 

 

9) Hard ware requirement 
1. RTC(Real time clock) 

2. LCD 16x2 

3. LED’s 

4. Keypad 

5. Buzzer 

6. GSM Module 

7. IR Sensor’s 

8. Register 

9. Capacitor 

10) Software requirement 
1. Operating System:- Windows 7 or more 

2. Technology:- C/C++ 

3. IDE:- Arduino IDE 

V. CONCLUSION 

   The goal of our project is to offer an assistive device to the 

people who take regular pills. This device helps the people to 

take the pills as per the medicine course properly. This gives 

easy connectivity between doctor and patient. 
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ABSTRACT 
The rising trend of e-commerce and cloud computing are just 

two reasons for the growing demand for Data Centers (DCs). 

DCs are among the largest global energy consumers in 

relation to the total global energy consumption. The rising 

numbers of DCs are an increasingly negative impact on the 

environment. This may be caused by the DCs themselves as 

well as by the power generation that is needed by the DCs. 

Thus, the utilization of servers in most data centers can be 

improved by adding virtualization and selecting the most 

suitable host for each Virtual Machine (VM). The problem of 

VM placement is an optimization problem to achieve multiple 

goals. To overcome those problems we design the allocator in 

order to accept as many VM requests as possible, taking into 

account the power consumption of the network devices. It can 

be covered through various approaches such as allocator 

policy (Best Fit/Worst Fit), allocation strategy (Single/Multi-

objective optimization), and network resources. Each 

approach aims to simultaneously reduce power consumption, 

maximize resource utilization and avoid traffic congestion.  

Keywords 
Virtual Machine[VM], Data Center [DC], IT Resource Allocators 
[ITRA], First Fit[FT], Best Fit[BF], Worst Fit[WF], Multi-Objective 

Dynamic Allocator[MODA], Fuzzy Logic Controller[FLC], Analytic 

IT Resource Allocators[A-ITRA], Fuzzy IT Resource Allocators[F-
ITRA]. 

1. INTRODUCTION 
Cloud computing is a technology that enables computing 

resources, software, or data to deliver on demand services 

over the Internet. These resources have become cheaper, more 

powerful and more ubiquitously available than ever before. 

The cloud computing stack consists of three types of cloud 

service models: Infrastructure, Platform and Software, which 

are built upon the Hardware layer. Since provisioning Virtual 

Machines (VMs) is fundamental to provide infrastructure 

services, one can say that virtualization is the key concept of 

cloud computing. According to Mike Adams, director of 

product marketing at VMware1, “Virtualization software 

makes it possible to run multiple operating systems and 

multiple applications on the same server at the same time. It 

enables businesses to reduce IT costs while increasing the 

efficiency, utilization and flexibility of their existing computer 

hardware.” However, VMs need to be adequately placed to 

fulfill performance goals, to optimize network flows, and to 

reduce CPU, storage and energy costs. VM placement 

optimization processes may be traffic-aware, energy-aware, 

application-aware, network topology-aware, data-aware, or a 

combination of these. 

In recent years, the problem of allocating VMs to suitable 

Physical Machines (PMs) has been studied for efficiency and 

quality purposes. On the provider side, these solutions map 

VMs to PMs to optimize server efficiency, allowing some 

servers to hibernate or shut down depending on load 

conditions. On the consumer side, these solutions maximize 

Quality of Service (QoS) and Quality of Experience (QoE).  

2. LITERATURE SURVEY 
2.1 Green Power Management with Dynamic Resource 

Allocation for Cloud Virtual Machines 

With the development of electronics in governments and 

business, the implementations of these services are increasing 

demand for servers. Continued expansion of servers 

represents our need for more space, power, air conditioning, 

network, human resources and other infrastructure. Regardless 

of how powerful servers now become, we do not make good 

use of all resources and strive for the waste. 

Our approach is to overcome problem of load balancing for 

virtual machine management on cloud. It includes three main 

phrases:  

(1) Supporting green power mechanism,  

(2) Implementing virtual machine resource monitor onto 

Ganglia Software. [1]. 

 

2.2 Using the Multiple Knapsack Problem to Model the 

Problem of Virtual Machine Allocation in Cloud 

Computing: 

 

Cloud computing is a new computing paradigm which has the 

provision of computational resources like services accessed 

over the internet. In this paradigm, computing resources are 

pooled and allocated according to customer demand. The 

growing demand for this new type of service has led to 

increased use of energy on the part of service providers, due 

to the need to maintain the computing infrastructure, 

becoming one of the leading providers of cost factors.  

 

In this context, solutions have been trying whatever possible 

to meet the customer’s requirements for resources consuming 

minimum power required. Thus, this work consists of an 

improvement, using the modeling of the multiple knapsack 

problems, with a mechanism for allocating resources 

Allocator addresses the issue of energy saving. Furthermore, a 

comparative analysis of the proposed solution with the 

original mechanism to evaluate the performance modification 

is made. Another improvement would be to use Ganglia 

software a formula defining how good the allocation of a VM 

is on a server regarding energy consumption and power 

balancing on the servers together.  
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2.3 Multi-objective virtual machine placement in 

virtualized data centre environments: 

Server consolidation using virtualization technology has 

become increasingly important for improving data center 

efficiency. It enables one physical server to host multiple 

independent virtual machines (VMs), and the transparent 

movement of workloads from one server to another. Fine-

grained virtual machine resource allocation and reallocation 

are possible in order to meet the performance targets of 

applications running on virtual machines. On the other hand, 

these capabilities create demands on system management, 

especially for large-scale data centers. 

Our approach is to manage the mappings of workloads to 

VMs and VMs to physical resources. The focus is on the VM 

placement problem which is posed as a multi-objective 

optimization problem of simultaneously minimizing total 

resource wastage, power consumption and thermal dissipation 

costs. An improved genetic algorithm with fuzzy multi-

objective evaluation is proposed for efficiently searching the 

large solution space and conveniently combining possibly 

conflicting objectives.  

A simulation-based evaluation using power-consumption 

demonstrates the good performance, scalability and 

robustness. Our approach can seek and find solutions that 

exhibit good balance among the conflicting objectives while 

others cannot. [3] 

2.4 Energy efficient vm scheduling for cloud data canters: 

Exact allocation and migration algorithms: 

For energy, efficient scheduling of virtual machines (VMs) in 

cloud data centers. Modeling of energy aware allocation and 

consolidation to minimize overall energy consumption leads 

us to the combination of an optimal allocation algorithm with 

a consolidation algorithm relying on migration of VMs at 

service departures. The optimal allocation problem with a 

minimum power consumption objective. It is compared with 

an energy aware best fit algorithm. The exact migration 

algorithm results from a linear and integer formulation of VM 

migration to adapt placement when resources are released. 

 The proposed migration is general and goes beyond the 

current state of the art by minimizing both the number of 

migrations needed for consolidation and energy consumption 

in a single algorithm with a set of valid inequalities and 

conditions. Experimental results show the benefits of 

combining the allocation and migration algorithms and 

demonstrate their ability to achieve significant energy savings 

while maintaining feasible convergence times when compared 

with the best fit heuristic. [4] 

 

2.5 Virtual machine resource allocation in cloud 

computing via multi-agent fuzzy control: 

 

Dynamic resource (re)-allocation for virtual machines in 

cloud computing is important to guarantee application 

performance and to reduce operating costs. The problem is to 

find an adequate trade-off between these two conflicting 

goals.  

Our approach is presented to support the Virtual Machine 

Monitor in performing resource allocation of VMs running on 

a physical machine of a cloud provider by expressing the two 

objectives in a utility function and optimizing this function 

using fuzzy control.  

To potentially work for an increased number of virtual 

machines, a multiagent fuzzy controller is realized where each 

agent optimizes its own local utility function. The multi-agent 

fuzzy controller is empirically compared to a centralized 

fuzzy controller and an adaptive optimal control approach. 

Experimental results show. The effectiveness of the multi-

agent fuzzy controller in finding an adequate trade-off 

between performance and cost. [5]. 

2.6 A power efficient genetic algorithm for resource 

allocation in cloud computing data centers in Cloud 

Networking: 

 

One of the main challenges in cloud computing is to increase 

the availability of computational resources, while minimizing 

system power consumption and operational expenses. This 

article introduces a power efficient resource allocation 

algorithm for tasks in cloud computing data centers. The 

developed approach is based on genetic algorithms which 

ensure performance and scalability to millions of tasks.  

Resource allocation is performed taking into account 

computational and networking requirements of tasks and 

optimizes task completion time and data center power 

consumption. The evaluation results, obtained using a 

dedicated open source genetic multi-objective framework 

called jMetal show that the developed approach is able to 

perform the static allocation of a large number of independent 

tasks on homogeneous single-core servers within the same 

data center with a quadratic time complexity. [6]. 
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3. PROPOSED SYSTEM APPROACH 

 

Fig 1 Praposed System 

 
These proposed systems develop to accept as many VM 

requests as possible; at the same time the network power 

consumption have to reduce. Each VM request is 

characterized by four parameters throughput of CPU, RAM, 

disk and bandwidth. 

 The server selection includes the following steps: 

  

1) Master node identify server list, i.e., the set of servers with 

enough IT resources to satisfy the request: 

 

I) Master Node rejected the user request, when list is empty, 

ii) Otherwise, go to next step. 

 

2) Master Node has to choose the policy between following: 

I) Multi Resource Best Fit (BF): 

Multi Resource Best Fit selecting the server that has the least 

resources availability strongly consolidates the system 

resource utilization; 

 

ii) Multi Resource Worst Fit (WF): 

Multi Resource Worst Fit selects the server having the highest 

resources availability, so as to balance the load among all the 

available servers. 

 

3) Master Node chooses the best server according to one of 

the possible following strategies: 

 

I) Analytic ITRA (joint): 

 

Analytic ITRA (A-ITRA) computes for each candidate 

Server the A-ITRA Availability Index (IA) that takes into 

Account the availability of IT resources. 

 

II) Fuzzy ITRA (joint): 

 

Fuzzy logic provides a way of dealing with imprecision and 

nonlinearity in complex control situations. Inputs are passed 

to an “Interface Engine” where human or experienced-based 

rules are applied to produce output. 

 

III) Multi-Objective Dynamic Allocator MODA) (joint): 

 

MODA allocates VMs using a technique based on the multi-

objective optimization: available resources are the objectives 

that should be optimized all together. 

MODA computes in multiple steps the allocation procedure; 

When a new VM should be allocated, MODA creates a list of 

Servers able to fit the request. MODA considers CPUs, 

RAMs, DISKs and PCs, and it associate the minimum-cost 

path with each server during the server selection phase. 

To perform the allocation of VMs: 

 

a) For both computational and network requirements.  The 

joint allocation strategies consider at the same time. 
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b) Instead, disjoint strategies split the allocation procedure 

in two different steps: 

 

i) If server is not available only the computational 

requirements rejecting the request then select the server where 

to allocate the VM. 

ii) If path is not available then only the bandwidth 

requirement will be rejecting the request. Then find the 

minimum-cost path connecting the selected server to the 

gateway. 

 

4) If server is not available only the computational 

requirements rejecting the request; Allocation procedure is to 

choose the server where to allocate the VM evaluating once 

server get choose then VM get placed. 

 

 Proposed System is recommended best strategy for VM 

allocation approach with simultaneously reduce power 

consumption, maximize resource utilization and avoid traffic 

congestion. The outcome of this proposed system is to follow 

the best strategy for VM allocation considering with minimum 

power consumption. 

4. CONCLUSION 
In this paper allocator accept as many VM requests as 

possible, reducing at the same time the network power 

consumption. To satisfy the request allocators apply policy 

between Multi Resource Best Fit (BF) and Multi Resource 

Worst Fit (WF) to balance the load among all the available 

servers. To select the best server according to one of the 

possible strategies disjoint or joint Analytic ITRA, disjoint or 

joint Fuzzy ITRA, disjoint or joint Multi-Objective Dynamic 

Allocator MODA) for VM allocation approach with 

simultaneously reduce power consumption, maximize 

resource utilization and avoid traffic congestion. The outcome 

is to follow the best strategy for VM allocation considering 

with minimum power consumption. 
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Abstract—Today for personal and business purpose most of the 

users uses email as one of the most important source for 

communication. The use of email is increasing day by day without 

being affected by alternative ways of communication such as social 

networking sites, SMS, mobile applications, electronic messages. 

As frauds using email classification is increasing due to extensive 

use of emails, it becomes very important issue to classify mails as 

fraud or normal mails. The Intelligent Spam Detection System 

(ISDS) provide automatic way to classify emails as SPAM i.e. 

fraud mail and HAM i.e. normal mail using multiple machine 

learning algorithms. 

 

Index Terms—intelligent spam detection system, machine 

learning, naive bayes algorithm, dataset. 

I. INTRODUCTION 

The internet has become necessary part of our lives and email 

is key application for communication. User spends much time 

on classifying the mails, so it is necessary to classify them 

automatically. And due to increase in users of email system the 

frauds are also increasing. To reduce these frauds we are 

proposing the system called as Intelligent Spam Detection 

System. This ISDS classifies the incoming emails as spam or 

ham (normal mails) and will also enable the user to categorize 

them in one or more categories such as personal, official, social, 

promotions and many more user defined categories. To classify 

these incoming mails, Intelligent Spam Detection System uses 

different machine learning algorithm. Many machine learning 

algorithms such as Naive Bayes, Logistic Regression, Random 

Forest, Support Vector Machine etc. are studied in-order to 

classify the emails and the most accurate one is selected for 

classification. The proposed system differs from Google or 

Yahoo as it allows the user to categorize the mails as per their 

need, for example he/she can categorize the mails as personal 

or official separately. This system provides webpage as well as 

android application which are accessible anywhere and 

anytime. ISDS is a micro-service so can access any mail from 

any service provider for example Google, Yahoo. Rediff etc. 

The dataset from University of California is used in order to 

train the machine learning model. Instead of considering mail 

word by word it considers whole message and classifies the 

mail as spam or ham. In our proposed system we are using 

Amazon Web Services for computation purpose. 

 

II. LITERATURE SURVEY 

A. Tokenization 

The term tokenization comes under the Preprocessing of the 

data. The divination of text into some meaningful pieces is 

nothing but tokenization. It is nothing but act of breaking a 

sentence into pieces such as meaningful symbols phrases etc. 

These set of pieces is called as tokens. These set of tokens are 

considered as a set of input for the next processing of the data. 

The next processing is nothing but parsing and text mining. 

Tokenization is dependent on simple heuristics in order to 

separate tokens using following steps. 

1. In tokenization words are separated by blank spaces, 

or punctuation marks or line breaks. 

2. Blank Spaces or punctuation marks are optional. It 

depends on the on the need of the system whether to 

use them or not. 

3. Each and every character in a string is a part of a token. 

The tokens are nothing but alpha characters, alpha 

numeric characters or numeric characters only. 

B. Lemmatization 

Lemmatization is nothing but the grouping together of 

different forms of the same words. Lemmatization is one of the 

main part of the natural language processing and natural 

language understanding. Lemmatization is related to stemming. 

Basically the goal of both the process is same that is reducing 

inflectional forms of each word to its base. The main difference 

between stemming and lemmatization is that stemming cuts the 

beginning or end of the word and taking back to its root form, 

while lemmatization considers the morphological analysis of 

the words. 

C. Removal of Stop Words 

In data pre-processing it is necessary to convert the data to 

something which can be understood by the computer. In NLP 

the useless words are called as stop words. The stop words are 

such as “the”, “a”, “an”, “in”. The process of removing these 

types of words is called as removal of stop words. 

III. PROPOSED SYSTEM 

The proposed system consists of webpage or android 

application in which the user can login with different email 
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service providers. The incoming mail will be first classified as 

spam or ham mail. Spam mail is nothing but the fraud mail 

which is consists of viruses, unwanted messages or phishing 

links. Spamming is one of the major cyber-attack which can 

fool the people by sending fake emails and can try to access the 

confidential information from user or target. And Ham mail is 

a normal mail. This system also provides the option to user to 

categorize the incoming mails in different categories as per their 

need such as official, personal and many more user defined 

categories. The machine leaning plays important role to classify 

all the emails. Many machine learning algorithms are developed 

to classify the mails more accurately. The algorithms like Naive 

Bayes, Logistic regression, Support vector machine, Random 

Forest, Neural Network are trained to get more accurate results 

and algorithm is selected by comparing their accuracy with one 

another. 

A. Architecture to classify emails automatically 

For the purpose of classification of email, it is needed to have 

the dataset which contains spam and ham contents. In our 

system we are using the dataset designed by University of 

California, which contains two attributes where first is label in 

which whether the message is spam or ham is mentioned and 

another field contains actual message. The architecture is 

consist of three levels where first level is Data Pre-processing, 

second level is Learning level and  third level is Data 

Classification. 

1) Data Pre-processing 

After collecting data for classification, the next task is 

cleansing data which is also called as Data Pre-processing. In 

this level data cleansing is done in which data is converted into 

tokens and unwanted words or stop words get eliminated. It 

results in reducing the amount of data which need to be 

analyzed. After removal of stop words Stemming and 

lemmatization takes place on tokens to convert them into their 

original form. 

2) Learning level 

In the second level ie the learning level first feature sets are 

created and extracted. Features are nothing but the signs that 

represent a measurement of some aspect of given user’s 

behavior. To classify the emails more efficiently extraction 

of features is essential to make the task of learning more 

exact. Selection of features is done to enhance the accuracy 

and efficiency of the classifier.  

3) Classifier level 

In this level the classifier is developed. This developed 

classifier is saved for further classification. Finally, at the 

classification level this developed classifier classifies all the 

incoming mail into specific classes such as legitimate or 

spam.  

4) Naive bayes classifier 

Naive Bayes classifier is a classifier with strong assumption 

between independent features which works using Bayes 

theorem. It is a method of text categorization. In order to 

identify spam and for categorization it uses bag of word 

feature. This algorithm uses Bayes theorem for determining 

probabilities. While using Bayes theorem for spam 

classification is gives probability of certain message is spam 

or ham based on words in the message or its titles. The main 

aim of learning is to reduce false positive. 

5) Bayes theorem 

Let’s suppose suspected message contains “replica” word. 

The formula can be given as: 

      P (S|W) = P (W|S)*P(S) / P (W|S)*P(S) +P (W|H) 

      Where, 

      P (S|W) = the probability that message is spam, and replica   

word is present in it. 

     P(S) = It is total probability that the message is spam. 

     P (W|S) = It is probability that replica appears in message. 

     P (H) = It is total probability that message is Ham. 

     P (W|H) = It is probability that the word replica is in ham 

message. 

For getting output, process is divided into three phases: 

1. Preprocessing 

2. Feature selection 

3. Naive Bayes classifier 

4. Head and shoulders shots of authors that appear at the 

end of our papers.  

 
Fig. 1.  General architecture of email classification 

IV. ADVANTAGES 

1) No maintenance 

As service provider is going to take care of it. 

2) More generic 

The scope of system is not limited to Google or yahoo, it is 

more general. 

3) Light weight micro service 

The system is lightweight and can be use anywhere as it is 

platform independent. 

4) More accurate 

As many different algorithms are trained and more accurate 

is chosen so it gives more accurate classification result. 
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V. FUTURE SCOPE OF THE SYSTEM 

1) Real time learning 

Most of the researches focus on classifying historical or past 

dataset which does not include real time data. So real time 

learning is a challenge for experts. However it is very 

difficult to work on real-time data. 

2) Dynamic updating 

Designing a system which can add or remove the features 

without redesigning or rebuilding the whole model to work 

with advance features in spam classification is also a 

challenge. 

3) Image and text based classification 

In current system the classification is done only on text 

message however one can update the system by adding new 

feature of image based classification so as to improve the 

performance of classification system. 

4) Language based classification 

In this system the classification is taking place for mails 

only in English language but there is no classifier which can 

classify mails in different languages so one can add feature 

of classification which can work on multiple languages. 

VI. CONCLUSION 

Five major application areas of email classification, namely, 

spam, phishing, spam and phishing, multi-folder categorization, 

and other related application areas, were analytically 

summarized. 
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Abstract: Group data sharing in cloud environments has become a hot topic in recent decades. With the popularity of cloud 

computing, how to achieve secure and efficient data sharing in cloud environments is an urgent problem to be solved. In 

addition, how to achieve both anonymity and traceability is also a challenge in the cloud for data sharing. This paper focuses 

on enabling data sharing and storage for the same group in the cloud with high security and efficiency in an anonymous 

manner. By leveraging the key agreement and the group signature, a novel traceable group data sharing scheme is proposed 

to support anonymous multiple users in public clouds.  

On the one hand, group members can communicate anonymously with respect to the group signature, and the real identities 

of members can be traced if necessary. On the other hand, a common conference key is derived based on the key agreement 

to enable group members to share and store their data securely. Note that a symmetric balanced incomplete block design is 

utilized for key generation, which substantially reduces the burden on members to derive a common conference key. Both 

theoretical and experimental analyses demonstrate that the proposed scheme is secure and efficient for group data sharing 

in cloud computing. 

 

Keywords: RSA (Rivest-Shamir-Adleman), ECC (Elliptic-curve-cryptography), BDH (Bilinear Diffie-Hellman) 

Deduplication, key Aggregation or conjunctive keyword search, explicite updation. 

 

Introduction:  
Compared with the traditional information sharing and communication technology, cloud computing has attracted the interests of 

most researchers because of its low energy consumption and resource sharing characteristics. Cloud computing can not only provide 

users with apparently limitless computing resources but also provide users with apparently limitless storage resources. Cloud storage 

is one of the most important services in cloud computing, Namely Iaas, Passs, Saas etc.These models on which cloud computing is 

based. 

SaaS(Software as a Service):The term "Software as a Service" (SaaS) is considered to be part of the nomenclature of cloud 

computing SaaS is closely related to the ASP (application service provider) and on demand computing software delivery models. 

The hosted application management model of SaaS is similar to ASP: the provider hosts the customer’s software and delivers it to 

approved end users over the internet.  In the software on demand SaaS model, the provider gives customers network-based access 

to a single copy of an application that the provider created specifically for SaaS distribution. The application’s source code is the 

same for all customers and when new features are functionalities are rolled out, they are rolled out to all customers. Depending 

upon the service level agreement (SLA), the customer’s data for each model may be stored locally, in the cloud or both locally and 

in the cloud. Example of SaaS is Google Apps, Email, face book. 

Pass(Platform as a Service):Platform as a service (PaaS) is a cloud computing model in which a third-party provider delivers 

hardware and software tools usually those needed for application development to users over the internet. A Pass provider hosts the 

hardware and software on its own infrastructure. As a result, Pass frees users from having to install in-house hardware and software 

to develop or run a new application. Hosted applications environment for building and deploying cloud applications.-Amazon EC2, 

Microsoft Azure 

Iaas(Infrastructure As A Service): Infrastructure as a service (IaaS) is a form of cloud computing that provides virtualized 

computing resources over the internet. IaaS is one of the three main categories of cloud computing services, alongside software as 

a service (SaaS) and platform as a service (Pass).In an IaaS model, a cloud provider hosts the infrastructure components traditionally 

present in an on-premises data center, including servers, storage and networking hardware, as well as the virtualization or hypervisor 

layer. 

Amazon Simple Storage Service (S3): Companies today need the ability to simply and securely collect, store, and analyze their 

data at a massive scale. Amazon S3 is object storage built to store and retrieve any amount of data from anywhere – web sites and 

mobile apps, corporate applications, and data from IoT sensors or devices. It is designed to deliver 99.999999999% durability, and 

stores data for millions of applications used by market leaders in every industry. S3 provides comprehensive security and 

compliance capabilities that meet even the most stringent regulatory requirements. It gives customers flexibility in the way they 

manage data for cost optimization, access control, and compliance. S3 provides query-in-place functionality, allowing you to run 

powerful analytics directly on your data at rest in S3. And Amazon S3 is the most supported cloud storage service available, with 

integration from the largest community of third-party solutions, systems integrator partners, and other AWS services. 

Group data sharing has many practical applications, such as electronic health networks , wireless body area networks , and electronic 

literature in libraries. There are two ways to share data in cloud storage. The first is a one-to-many pattern, which refers to the 

scenario where one client authorizes access to his/her data for many clients [8]. The second is a many-to-many pattern, which refers 
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to a situation in which many clients in the same group authorize access to their data for many clients at the same time. Consider the 

following real-life scenario: in a research group at a scientific research institution, each member wants to share their results and 

discoveries with their team members. In this case, members on the same team are able to access all of the team’s results (e.g., 

innovative ideas, research results, and experimental data). However, the maintenance and challenges caused by the local storage 

increase the difficulty and workload of information sharing in the group. Outsourcing data or time-consuming computational 

workloads to the cloud solves the problems of maintenance and challenges caused by local storage and reduces the redundancy of 

data information, which reduces the burden on enterprises, academic institutions or even individuals. However, due to the 

unreliability of the cloud, the outsourced data are prone to be leaked and tampered with. In many cases, users have only relatively 

low control in the cloud service and cannot guarantee the security of the stored data. In addition, in some cases, the user would 

prefer to anonymously achieve data sharing in the cloud. 

 

Related work: 

In order to overcome the above vulnerabilities, an effective access control for cloud computing was proposed by which attempts to 

protect the outsourced data from attackers and revoked malicious users. With respect to the key policy attribute-based encryption 

(KA-ABE) technique, it provides effective access control with fine grainedness, scalability and data confidentiality simultaneously. 

Specifically, each data file is encrypted with a random key chosen by the user. Subsequently, the random key will be encrypted by 

the KA-ABE. An access structure and secret key maintained by the group manager are distributed to authorized users, which can 

be used to decrypt the outsourced data. Note that if and only if the attribute of the data satisfies the access structure can the 

outsourced data be decrypted. However, the scheme is designed only for a general one-to-many communication system, which 

makes it inapplicable for the many-to-many pattern. On the other hand, a number of studies have been proposed to protect users’ 

privacy [15]. In [16], a traceable privacy preserving communication scheme was proposed for vehicle to- grid networks in smart 

grids. However, this scheme is only suitable for two entities (i.e., vehicles and the central aggregator or the local aggregator); thus, 

it cannot be applied in cloud environments for the purpose of group data sharing. An example of group data sharing in cloud 

computing was proposed In [17], a secure scheme was proposed to support anonymous data sharing in cloud computing. Both 

anonymity and traceability are well supported by employing the group signature technique. In addition, efficient user changes are 

achieved by taking advantage of the dynamic broadcast encryption. However, this scheme suffers from the collusion attack 

performed by the cloud server and the revoked malicious user. In addition, compared with the broadcast encryption, we believe that 

the decentralized model is more suitable for data sharing in the cloud. Specifically, in [18], the key management system falls into 

two categories. The first is key distribution, in which the generation and distribution of the key is completely accomplished by a 

centralized controller. The second is key agreement, where all the members in the group fairly contribute, negotiate and determine 

a common conference key together. In the cloud environment, key distribution may be vulnerable since the centralized controller 

is the bottleneck of the system. Moreover, the large amount of computation and distribution for a common conference key may 

cause a large burden for the centralized controller. Many researchers have devoted themselves to the design of data sharing schemes 

in the cloud. But the problems existing in the above research still need to be resolved. In this paper, we focus on constructing an 

efficient and secure data sharing scheme that can support anonymous and traceable group data sharing in cloud computing. Note 

that the collusion attack is considered and addressed. Moreover, many-to-many group data sharing is supported in the proposed 

scheme. 

Organization: The remainder of this paper is organized as follows. Section 2 presents some preliminaries in cryptographic and 

combinatorial mathematics. Section 3 describes the system model and our design goals. Section 4 presents the proposed scheme in 

detail. Section 5 and Section 6 perform the security and performance analyses, respectively. Section 7 concludes this paper and our 

work. 

 

Motivation: 

Our main motivation is to securely save the data on the cloud and access it securely. In this project authentication services and 

efficient access control are achieved with respect to the group signature technique. We main motive is to secure and fault-tolerant 

key agreement for group data sharing in a cloud storage scheme. 

 

System Architecture:  The architecture of our cloud computing scheme is considered by combining with a concrete example: 

users with similar interests and specialists in the related areas hope to store and share their works in the cloud (e.g., results and 

discoveries). The system model contains three entities: cloud, group manager (e.g., an active specialist) and group members(e.g., 

bidder). 
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Fig 1. System Overview 

1) Cloud: provides users with seemingly unlimited storage services. In addition to providing efficient and convenient storage 

services for users, the cloud can also provide data sharing services. However, the cloud has the characteristic of honest but curious 

[11], [24]. In other words, the cloud will not deliberately delete or modify the uploaded data of users, but it will be curious to 

understand the contents of the stored data and the user’s identity. The cloud is a semi-trusted party in our scheme. 

2) Group Manager: is responsible for generating system parameters, managing group members (i.e., uploading members’ encrypted 

data, authorizing group members, revealing the real identity of a member) and for the fault tolerance detection. The group manager 

in our scheme is a fully trusted third party to both the cloud and group members. 

3) Members: are composed of a series of users based on the SBIBD communication model. In our scheme, members are people 

with the same interests (e.g., bidder, doctors, and businessmen) and they want to share data in the cloud. The most worrying problem 

when users store data in the cloud server is the confidentiality of the outsourced data. In our system, users of the same group conduct 

a key agreement based on the SBIBD structure. Subsequently, a common conference key can be used to encrypt the data that 

Will be uploaded to the cloud to ensure the confidentiality of the outsourced data. Attackers or the semi-trusted cloud server cannot 

learn any content of the outsourced data without the common conference key. In addition, anonymity is also a concern for users. 

Our scheme uses a technique called group signatures, which allows users in the same group to anonymously share data in the cloud. 

Objective: 

1) Dynamic Change: The intractable problem when sharing data in the cloud using the group manner is to ensure the security of 

the data when group members dynamically join and quit the group. A scheme that can support users’ dynamic changes should 

guarantee that new users can access the previous data, whereas revoked users will not be able to obtain data in the cloud. 

2) Data Confidentiality: In the cloud storage, data confidentiality requires that the outsourced data are invisible to the cloud server 

and to illegal users. Taking advantage of the key agreement, a common conference key can be derived among all the group members 

such that they can encrypt their data prior to uploading it to the cloud. Moreover, with respect to the SBIBD, the communication 

and computation complexities for generating the common conference key are relatively small compared. 

3) Anonymity: Personal data are expected to be shared in the cloud without making the real identity public. Otherwise, few users 

are willing to share their information. Therefore, anonymity should be supported in the proposed scheme. 

4) Traceability: Although data are shared anonymously in the cloud, a well-designed scheme should be able to locate the owner of 

the controversial data in disputes. 
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Conclusion: 

In this paper we are implementing the secure group data sharing System. We developed the diffident technique to use the system to 

share secure data on the cloud. Its removing the redundancy of the data and the improving the performance of the system .and We 

analyze in this system about secured data transition through the cloud and We can store data on a cloud with Owen access control 

and share this data into a group. 
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Abstract
Speaker identification from the whispered speech is of great importance in the field of forensic science as well as in many 
other applications. Whispered speech shows many changes in the characteristics to its neutral counterpart. Hence the task 
of identification becomes difficult. This paper presents the use of only well-performing timbrel features selected by Hybrid 
selection method and effect of distance measures used in KNN classifier on the identification accuracy. The results using 
timbrel features are compared with MFCC features; the accuracy with the former is observed higher. KNN classifier with 
most probable distance function suitable for a whispered database like Euclidean and City-block are also compared. The 
combination of timbrel features and KNN classifiers with city block distance function have reported the highest identifica-
tion accuracy.

Keywords Speaker identification · Timbrel audio descriptors · Whispering speech · Distance function · K-Nearest 
neighbor · Confusion matrix

1 Introduction

Speaker analysis includes applications like speaker identi-
fication/verification, gender and age group labeling, accent/
dialect, etc. In any text-independent analysis of speaker, it is 
required to characterize the speaker’s voice by some unique 
parameters called features. The normal voiced phonation is 
considered as the important source for characterization or 
modeling of a speaker; as a rich resonance information is 
available in a high-energy periodic signal. However, while 
whispering, an air turbulence without vibrating vocal chord 
changes the general condition of phonation (Beigi 2012). 
This is the most probable difficulty among all other reasons 
discussed in the literature for whispering speaker identi-
fication. Significant changes found between whisper and 
neutral speech in terms of periodicity, formants’ location, 

and spectral slope boundaries of vowel regions. However, 
it is proved that vocal effort while whisper does not dis-
turb unvoiced consonants as much (Fan and Hansen 2011). 
Hence, unvoiced part in neutral and whispered speech plays 
major role to identify speaker in neutral-whisper scenario. 
Secondly, speakers found it difficult to continue whispering 
for long duration (beyond 30 s). It is proved by good iden-
tification results for (i) long and whispered, and (ii) short 
and normal (non-whispered) compared to (iii) short and 
whispered (Foulkes and Sóskuthy 2017). So longer whisper 
(2–3 s) will consist of partial voiced phonation, thus increas-
ing speaker identification accuracy.

The success of speaker identification in the whispered 
speech depends upon following factors mainly:

Quality of whispered recording (Signal to noise ratio) 
A SNR of 10 dB or higher is recommended for better 
speaker identification (Audio Engineering Society 2010). 
Hence it is required to record whisper in a noise-free envi-
ronment. Whispered and neutral samples used in CHAIN 
database are above 15 dB. Also the duration of recording 
is 2–3 s for better identification results.
Selection of features MFCC is widely used in speaker 
identification experiment when database consists of neu-
tral utterances. Here we have used limited well-perform-
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Abstract 

Whispering speech mode is adapted by speakers for any one of 

the reasons like secrecy of confidential data, avoiding being 

overheard in public places or hiding the identity intentionally. 

As acoustic properties of whispered speech are drastically 

changed compared to neutral speech; it makes difficult to 

identify the speaker from a whispered sound. This task requires 

the perceptual analysis of the whispering sound signal as do the 

humans. Many researchers presented various techniques for 

speaker identification of whispering sound but have some 

limitations. This paper describes the efficient method of 

identifying the speaker within the whispered speech using 

timbrel features which haven’t been used so far in the 

whispered case. They are suitable here due to their 

multidimensional nature and perceptual ability. But all the 

timbrel audio descriptors are not well-performing for the 

whispered data. Hence, by using Hybrid Selection method, the 

most suitable timbrel audio features are selected and used. 

Timbrel features show an increase in the identification 

accuracy as 10.9 % compared to traditional MFCC features. A 

database containing 650 utterances (whispered and neutral) of 

35 speakers is created and used for the experiments. K-means 

classifier with a random choice of the centroid is used for 

classification. 

Keywords:  Musical Information Retrieval (MIR); Speaker 

Identification; Timbre; Whispered Speech 

 

INTRODUCTION 

The speaker identification mainly includes three steps as (i) 

Feature extraction: Compact and the unique speaker-specific 

information is extracted in this process. (ii) Training: It uses the 

classifier to model the speaker from its multiple voice samples 

to consolidate all the intra-speaker variations. (iii) Testing: In 

this step, the speaker query is tested for speaker identification. 

It is compared with the speaker models generated from the 

database while training. Speech modes are classified as 

shouted, loud, neutral, soft, and whispered with decreasing 

order of energy level. The spectral slope is found as the 

minimum for whispered speech with respect to neutral speech. 

This indicates that energy contents in case of whispered and 

soft speech are concentrated in higher frequency [1]. Widely 

used Mel Frequency Cepstral Coefficient (MFCC) works on a 

Mel scale, failing to capture some details in the high-frequency 

range. Hence the selection of feature suitable to the type of 

database is an essential task in speaker 

identification.Whispered speech properties drastically change 

compared to neutral speech due to variation in vocal efforts. 

While speaking in neutral mode, the vocal folds vibrate 

periodically. However, during a whispering speech, a 

continuous air stream without vibration and periodicity is 

propagated. The major changes in characteristics of whispered 

speech compared to neutral speech are summarized as: Loss of 

periodic excitation or harmonic structure, shifting of formants 

to the higher frequencies, flatter spectral slope and lower 

energy. Hence the performance of the system (neutral train - 

neutral test) with traditional MFCC features and Gaussian 

mixture model for classification (MFCC-GMM) degrades 

considerably when tested with whispered samples of 

utterances.  

The signal-to-noise ratio (SNR) is a very important factor for 

achieving better speaker identification. The whisper speech can 

be classified qualitatively as high and low-performance 

whisper based on SNR and high-performance whisper reported 

better identification [1]-[2]. Figure 1(a) and (b) show the time 

domain waveforms of speech signals of neutral and whispered 

speech. The low magnitude and low SNR are major difficulties 

in whispers. When the whispered database files used in our 

experiment are investigated for the contrast ratios, they are 

found in the range 7 to 9dB. Hence, it needs to be processed for 

noise reduction. 

 

 
(a)  Neutral voice sample 

 
(b) Whispered voice sample 

Figure 1. Time domain waveforms of neutral and whispered 

voice 
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ABSTRACT 
   Whispered mode of speech is preferred by people for secret conversations or avoiding to be overheard. E.g. 

sharing information like credit card number, bank account number or to hide the identity intentionally. This study focuses 

on various methods and techniques used for enhancing the accuracy in whispered speaker identification. MFCC is a most 

popular feature in the speaker identification experiment as the Mel scale is closer to the human hearing pattern. But the 

experiments with different feature-classifier combinations are tried by different researchers. However, considering the 

changes in vocal efforts while whispering, use of linear scale in feature extraction, separation of voiced and unvoiced part 

of utterances, whispered island detection, feature transformation from neutral to whisper, whispered to neutral efforts, 

contributes a lot. MIR toolbox has large number of feature sets suitable for representing the speaker-specific information 

efficiently, which may further increase the identification rate, especially with the timbral features. 

 
Keywords: whispered, speaker identification, feature extraction, classifier, MIR, timbre. 

 

1. INTRODUCTION 

Among all biometric access applications, person 

identification based on his voice, is most simple and 

reliable means, relieving from the fear of forgetting or 

stealing passwords. Speaker recognition applications can 

be designed in two ways: text- dependent and text 

independent recognition [1]. In the former method, the 

same text (like customer number, passwords etc.) is used 

for training and testing phase both. Whereas in the later, 

speaker recognition is independent of the text spoken by 

speakers. The speaker identification may be defined as the 

process of finding the particular speaker from the stored 

speakers’ database.  It is used to confirm a speaker’s 

identity and give access to confidential information areas. 

Whereas in the speaker verification process, identity claim 

of a speaker is accepted or rejected, which is mainly used 

for forensic applications [1]. 

All speaker recognition systems contain two main 

processes: Training (feature extraction and modelling) and 

Testing (feature matching and Identify)[2]. For both the 

phases, the feature extraction step is essential. 

 

 
 

Figure-1. General speaker identification system. 

 

The features represent the speech waveform by 

some kind of compact representation as, even for small 

duration speech, data is quite large. Hence, while selecting 

any type of the features, reduced data size while retaining 

speaker specific discriminative information is the major 

attribute. In training process, after feature extraction from 

multiple samples of the same speaker, the speaker model 

is generated which is stored in the database. The most 

widely used features are Mel-frequency cepstrum 

coefficients (MFCC), linear prediction coding (LPC), 

linear predictive cepstral coefficients (LPCC), Perceptual 

linear predictive coefficients (PLPC) etc. In the testing 

mode, speaker features are compared with the database of 

speaker models and identification results are declared 

(Figure-2). 

Three types of models are adapted for 

classification: Stochastic model which includes e.g. 

Gaussian mixture model (GMM), Hidden Markov model 

(HMM)), Deterministic model (e.g. Support Vector 

Machines (SVM)),Template based model which are e.g. 

Dynamic Time Warping (DTW), Neural Networks (NN), 

Vector Quantization (VQ). Each of the model has its own 

pros and cons, hence selection of any classifier and 

features or even combination of feature- classifier depends 
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Abstract--- Speech recognition system is one of the significant, but challenging systems in computer-human 

interaction. Recognizing Indian languages, especially Hindi, find many practical difficulties due to its wide 

grammatical and phonetic features from English.  This paper focuses on Hindi speech recognition system for which 

Cepstra features and linear discriminant analysis (LDA) model are proposed for feature analysis and recognition. 

For isolated Hindi word audio signals, experimental investigations are carried out. The performances of the LDA 

methods are analysed. The system has been trained with audio samples of single female. Total 100 words are uttered 

for 12 times by the speaker at different time to give variations in sample. For each isolated, accuracy has been 

calculated. It was found that majority of the words are recognized   below 50 word, as no of words increased 

accuracy decrease. This work may provide a baseline for further research on Hindi Automatic Speech Recognition. 

Keywords--- LDA, Cepstra, Hindi, Speech, Recognition. 

I. Introduction 

Technological progress in input mode of various automatic systems such as speech, hand gesture is becoming 

more and more user friendly. Speech is the input mode which can be used by expert as well as layman of that 

system. Therefore, most of the researchers are working on Automatic Speech Recognition (ASR) for the last five 

decades. 

 For real time application, Robust ASR is attracting researchers to improve results in noisy environment. 

Systems with Successful ASR respond like human as human voice instructed them. With the rapid growth in 

technology and easily availability, users of system are not limited to specific language group.  

Speech operated systems have been developed [1-5] in various languages such as English, French, Japanese, 

Chinese and Arabic. The development in research on ASR has enabled the non-familiar users of systems to interact 

with machines [30]; Work addressed in [6] initiated this work for blind and disabled users of system.  

For people from different states of India, who haven't had sound English education, Hindi is one of the 

communication languages in India. The work presented in [8] [36] used HMM, has gained attention from the Indian 

researchers interested in the Hindi speech recognition. 80-90 million people of India use Tamil, Bengali and Marathi 

languages for communication. This is just 20% of the Hindi speakers. Tamil speech recognition  using HMM [15] 

[46] gains considerable attention in addition with trigram language model, dynamic time wrapping [44] and decision 

tree model in Bengali [20].  

In Odiya recognition [22] [39] HMM models were used and found to be suitable and Punjabi languages [12]. 

Gujarati [31] and Malayalam [34] [35] languages models claimed good results using ANN models. The work 

addressed in papers [33] [36] [34] Malayalam speech recognition systems have also exploited HMM models and 

DWT models. ANN models [18] [32] LVQ [19] has also been found suitable for Assamese language.  

For Bengali and Marathi speech recognition, Decision tree model [37] and DTW [21] are found to be promising, 

respectively.  

The work addressed in [60] and [29] have used HTK and ANN respectively for Telugu speech recognition. 

DWT and SVM models are used in [26][27] [28] for Kannada speech recognition systems whereas Urdu speech 

recognition system used Sphinx decoder in research works [24] [25].  
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Abstract 
 

Diabetic Retinopathy (DR) is one of the leading causes of blindness. The early detection and treatment of DR is significant to save the 

human vision. The presence of microaneurysms (MAs) is the first sign of the disease. The correct identification of MAs is an essential 

for finding of DR at the early stages. In this paper, we propose a three phase system for efficient recognition of MAs. The tentative MA 

lesions are recovered from the fundus image in the first stage. To accurately classify an extracted candidate region into MA or non-MA, 

the second stage prepares an attribute vector for each tentative MA lesion based on shape, intensity and statistical properties. The third 

stage is a classification step to classify as MAs and Non-MAs for early stage detection of DR. We present a holoentropy enabled decision 

tree classifier which combines entropy and total correlation. The best feature for decision tree is selected based on holoentropy to en-

hance the correctness of the classification. The implemented system is experimented using fundus image database DIARETDB1. The 

proposed method achieved an overall accuracy of 97.67%. The proposed system has detected the MAs with higher performance using 

simple features and holoentropy based decision tree classifier. The proposed system is suitable for early stage detection of DR through 

the accurate identification of MAs. 

 
Keywords: Fundus Image; Features; Entropy; Classification; Diabetic Retinopathy. 

 

1. Introduction 

Diabetic Retinopathy (DR) is one of the major sources of the sight-

lessness which is caused because of prolonged diabetes mellitus. It 

is estimated that, nearly 220 million people are affected by diabetes 

[1]. However, proper screenings, early detection and appropriate 

treatment limit the visual impairments [2]. Different abnormalities 

such as microaneurysms (MA), internal bleeding, hard exudates 

and cotton wools appear as clinical symptoms of non-proliferative 

DR (NPDR) as shown in Fig. 1. During the screening process, 

fundus images of the retina are taken by fundus camera for the 

purpose of detection of DR. The presence of MAs in the retinal 

fundus images is an early indicator for detection of DR. The auto-

mated segmentation and identification of MAs can aid in screening 

programs for DR diagnosis. Thus, an automated DR screening 

system is essential to reduce the time required by specialists for 

manual intervention. This will enhance the resourcefulness of the 

eye care delivery even at the underserved places [3]. The accurate 

recognition of MAs from the retinal fundus images is necessary to 

detect DR at early stage. 

 

 
Fig. 1: NPDR Fundus Image. 

 

The accurate detection of MAs is a difficult task because of the 

variations in the appearance of MAs in the retinal images [4]. A 

novel region-growing based on gradient values has been introduced 

by Fleming et al. [5]. The paraboloid parameters were used to 

compute the features which are used in the classification phase. 

Zhang et al. [6] applied multiple Gaussian filters at multiple scales. 

They computed the maximum response to generate a probability 

map of the tentative occurrence of MAs. The initial set of MA can-

didates was produced using thresholding of probability map. The 

final classification was performed using a rule-based classifier 

using 30 features. Sánchez et al. [7] used a mixture model-based 

clustering technique to detect the MA candidate regions. The tech-

nique fits three normal distribution histograms corresponding to 

foreground, background and outliers. The foreground histogram 

pixels were considered as the set of MA candidate regions. The 

logistic regression was used to classify each MA region. The tenta-
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Abstract—Medical treatment and diagnosis require information from several modalities of images like MRI, CT and so 

on. The image fusion schemes provide combined information of these images. This paper proposes a hybrid algorithm 

using fuzzy concept and novel P-Whale algorithm, called Fuzzy Whale Fusion, for the fusion of MRI multimodal images. 

Two multimodal images from MRI (T1, T1C, T2, FLAIR) are considered as the source images, which are fed as inputs to 

the wavelet transform. The proposed P-Whale approach combines Whale Optimization Algorithm (WOA) and Particle 

Swarm Optimization (PSO) for the effective selection of whale fusion factors. The performance of Fuzzy Whale Fusion 

model is compared with the existing strategies using Mutual Information (MI), Peak Signal-to-Noise Ratio (PSNR), and 

Root Mean Squared Error (RMSE), as the evaluation metrics. 

Keywords –Image fusion, Optimization, Wavelet Transform, Fuzzy fusion factor. 

 

I. INTRODUCTION 

Medical image fusion [8, 9] is an emerging field that produces a single image having relevant information of 

original images by incorporating information taken from two or more images of varying modality without 

generating any noise or artefact [10]. The fused image can describe the view much better than any individual 

image.MRI is used commonly for the recognition of tumor region and bone structure, in medical image processing 

and analysis [2]. MRI images have different modalities that contain complementary information. This 

complementary information is transformed into a single image for quick and accurate diagnosis.  

The fusion techniques for MRI images mostly deal with wavelet transformation. In wavelet transform technique [7], 

the image is decomposed into a sequence of sub-band images having varying resolutions, directional characteristics, 

and frequencies.This paper aims to design a fusion method for MRI multimodal images using a hybrid technique, 

Fuzzy Whale Fusion, obtained by the combined effect of fuzzy weighted fusion formula and P-Whale optimizer. 

Fusion is performed by applying the two input images to the wavelet transform that provides four different bands for 

each image.  

A weighted function, which combines fuzzy and whale fusion factors are used to obtain the wavelet coefficients. 

The fuzzy fusion factor is computed based on the distance estimated using a membership function. For the optimal 

selection of whale fusion factor, a novel algorithm, named P-Whale is utilized, where the integration of PSO 

modifies WOA. The selection of whale fusion factor depends on a newly formulated fitness function of the P-Whale 

algorithm. Once the coefficients are evaluated, the inverse transform can create the resulting fused image. 

 

II. PROPOSED ALGORITHM 

Numerous research  contributions have  been  made  in theliterature to deal with the issue in the fusion of MRI 

multimodal images. In [1], a pre-processing MRI and Positron Emission Tomography (PET) has been adopted to 

enhance the quality of the images. However, this method failed to consider multi-modality medical images. On the 

otherhand,theGeneticAlgorithm(GA)[2]has known for its efficiency and supports multi-objective. In spite of that no 

guarantee of finding global maxima and it takes time for convergence. In [3] multispectral MRI image has been 

developed to enhance the visualization of pathological and anatomical information. Again, it requires consistent 

scanner performanceandahighdegree of qualitycontrol. In addition, the multimodal fusion approach [4] exploits the 

correlation between multiple features from different modalities. Nevertheless, the synchronization between features 

is more complex due to their different modalities and non-linearity. In [5], the multimodal medical image fusion 

increases the visualqualityoftheimagesanddecreases theimageartifacts and noise. However, it suffers from less 

spatial resolution.  

The principal component averaging  based on  DWT usedin [6] reduces complexity in images, but the covariance 

matrix is difficult to be evaluated accurately. Moreover, the PSO and GA used in [15] [16] [17] provides easy 

handling of an unknown characteristic of the system and good convergence rate. Conversely, it suffers from limited 

real-time performance and high dependence on algorithm parameters. Some of the challenges noticed in image 

fusion, are as follows, 

The selection of fusion rule is very crucial. 

Even though image fusion at pixel-level is simple and easy for the implementation, it results in information loss and 

blurring of edges that degrades the quality of fused image. 
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Abstract: Non verbal communication has its own benefits  and  importance from the perspective of many 

applications. Facial expressions are one of the significant forms of non verbal communication amongst other 

major non verbal communication indicators like brain signals, body posture, gesture and actions etc. used 

prominently to convey the emotional state/ mood of a person. Emotion recognition serve wide range of 

applications like  healthcare, patient pain monitoring, driver alert system, cognitive assessment, e- learning, 

animation etc. Emotion classifier is modeled around the features fed to the model in the form of feature vector 

i.e. set of prominent features/attributes.  The correctness in extracting the facial features has tremendous impact 

on classifier accuracy. The paper presents the study of various popular and unique techniques used so far for 

facial feature extraction and emotion  classification. Various techniques of facial expressions analysis are 
compared over the performance parameters like recognition accuracy, number of emotions addressed, Database 

used for experimentation, classifier used etc. 

Keywords: - Facial features, Feature vector, Emotion classification, non verbal communication, Feature 

extraction 
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I. INTRODUCTION 
Emotions are integral part of human personality. Scientific findings have established  universality of 

human emotions across the globe. Scientists have established that emotions can play pivotal role in rational 

intelligence (memory, decision making etc) and social intelligence (Communication, adaption etc). Study of 

emotions/moods of any person can be interlinked with learning capabilities, behavioral aspect of that person [1]. 

Emotion recognition can be categorized in verbal and non verbal category.  Verbal category uses voice 

as input and non verbal category can use facial expressions, EEG signals, Gait, gestures and body posture etc. as 

input. Depending upon the application requirement single modality of input can be used or expanded to bi-
modal, multi- modal inputs [2]-[3]. 

The study undertaken is focused to facial expressions as input. The scope of the study is limited to 

symmetric facial expressions whereas  asymmetric facial expressions [4] are not part of the study. Extraction of 

facial features from facial expressions is the most crucial step towards achieving emotion recognition. The 

extracted features can be  local [5]-[6], global  [7]-[8] or hybrid in nature[9].  

Researchers have experimented many methods based on local features as well as global features. Both 

local and global features have their own merits and combination of both local and global features which is called  

hybrid features possesses merits of both local and global features. Some of the representative methods are 

discussed in details in further section of the paper. 

Rest of the paper is developed under various sections. Section II discusses the related work done in the 

area of facial features extraction for emotion classification. Section III discusses basics of Facial features 

extraction. Section IV provides the details of some of the facial features extraction techniques. Section V 
provides analysis of  facial features extraction techniques and emotion recognition. Conclusion is part of section 

VI. 

 

II. RELATED WORK 
This section discusses the work done so far  by various researchers in the field of emotion recognition 

through facial expressions. Propositions of some of the authors is presented in this section.  
Hong-Bo  et al. [10] proposed a facial expression recognition system based on a novel local Gabor 

filter bank. The method uses a two-stage feature compression method PCA plus LDA to select and compress the 

Gabor feature and minimum distance classifier to recognize facial expressions. The method is effective for both 
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Abstract—Internet of Things (IoT) is a platform that the 

device used to be smart, every day is processed to be smarter, 

and every day communication becomes more informative. IoT 

is still growing and continues to be researched by some 

researchers. Various models, platforms and applications are 

proposed and designed in such a way as to benefit society. This 

paper was developed by conducting surveys on issues oriented 

towards the utilization of IoT related to the development of 

intelligent public transport. The architecture presented proposes 

solving real-life problems by building and disseminating 

powerful ideas. The purpose of this study is to explore 

opportunities and challenges for the application of IoT on 

public transport. In this paper, we focus on to an IoT system that 

is used to build intelligent transportation bus system (IBTS). 

IoT based intelligent transportation systems are designed to 

support the Smart City vision, which aims at employing the 

advanced and powerful communication technologies for the 

administration of the city and the citizens. 

Keywords—Internet-of-Things (IOT), WSN, Transportation 

system, Public transportation, Smart city, Intelligent Bus 

Transportation System (IBTS). 

I.  INTRODUCTION 

In the past two decades, the proliferation of modern 
technology has made a huge impact in the lifestyle of the people. 
Emerging technologies have developed features that are tightly 
aligned with people’s interests like: being compact, easier to use, 
feature-rich, connected to the internet, being fast and smart. The 
availability of affordable sensors, together with the proliferation 
of internet infrastructure enables an interesting technology 
called the Internet of Things (IoT). IoT had resulted from context 
aware computing [1], that aims to allow people and things to be 
connected anytime, anywhere with anything/anyone. In other 
words, devices and application have the ability to communicate 
each other without/less human influence. There is also 
significant interest and attention towards IoT from the industry 
[14]. This interest has triggered the development of myriad of 
sensors for different applications like location sensing, weather 
forecasting, biomedical applications, and many more. Many 
companies has come out with their custom board targeting IoT 
applications [14], [11]. ITS is plays one of the major role in 
contributing towards smart city development. In most 
developing countries like India, public transportation system 
(bus) are the main source of travel for many commuters living 
in urban as well as rural. Our project theme is to develop a 
prototype for ITS, which will be useful to track a vehicle through 
GPS [18], payment of tickets, crowd analysis inside the bus 

through NFC [19] and finally, the ambience inside the bus can 
be measured with temperature and humidity sensor [13]. Within 
our IoT infrastructure, the data collected from our sensors is sent 
through the internet and processed by the monitoring system to 
make useful decision and send it to the display system (as per 
our application requirements). We have grouped the entire 
architecture into has three systems namely; the sensor system, 
monitoring system and the display system. The sensor system 
utilizes GPS, NFC, temperature and humidity sensors, which are 
always connected with the internet via a GSM network [17] to 
track the location, commuter and ambience inside the bus. The 
monitoring system is not only intended to extract the raw data 
from the sensors database and convert it in to a meaningful 
context but, it also used to trigger some events with in the bus as 
well as provide information to the bus driver. The display system 
is used to show the context data to all the commuters in the bus 
stop regarding bus and travel information 

II. LITERATURE SURVEY 

 Intelligent Public transport, especially the bus 

transport system is one area which requires the smart sensing 

and communication technology to enable commuters to enjoy 

the benefits of hassle free transport. Though most of the bus 

services provide a pre-planned time table for travelers, the 

information is only limited. The information requires constant 

updates based on the current traffic scenario. Also, accurate 

arrival time and updated information on the crowd onboard will 

be beneficial for travelers. In countries like India, where 

majority of travelers depend on public transport for 

communication, there is an urgent need to address the problem 

of intelligent transport system. By combining information 

technology, advanced communication techniques and smart 

sensing system, it is possible to address the growing demand of 

connectivity. IoT presents a unique framework to achieve the 

required degree of connectivity. 

 Authors in [2] present a survey of over 100 papers 

which highlight the application of IoT in various domains such 

as health, sports, transportation and agriculture. Based on the 

survey on the transportation domain, the authors have identified 

usage of GPS and RFID tags as primary the mechanism of 

location tracking. Also, GSM/ GPRS have been used for 

communication of information to users in the form of SMS. 

 Cloud computing and IoT are the terminologies used 

for intelligent systems. Authors in [3] have provided a clear 

differentiation between Cloud and IoT based on parameters 

such as reachability, computational capabilities, role of internet 

etc. Also, the authors have presented the advantages of 

integration of cloud computing and IoT, termed as Cloud-IoT. 
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Abstract:  The study aims to prepare a pervious concrete with high permeability as well as high compressive strength by using 
different proportions of fine aggregates and to establish the co-relation between the permeability and compressive strength of 

concrete. The study also aims to prepare a model-mix to give optimum results in terms of permeability and compressive strength. 
Pervious Concrete is an innovative pavement material particularly because of its environmental aspects that are particularly 

favorable in urban areas. Generally Pervious concrete is considered to have high permeability but it has less compressive strength. 

Due to this drawback there is an uncertainty of usage of this concrete for road pavements in areas having high traffic density. Fine 

aggregate of size 16-20mm are selected. The pervious concrete is prepared by using various proportions of fine aggregates such 

as 0%, 10%, 20%, 30% respectively and tested under compression testing machine (CTM) on 7th and 28th days. The permeability 

of the concrete is found out by using falling head permeability test. 

 

Index terms: Pervious Concrete, Permeability, Compressive Strength, Fine Aggregates.  

I. INTRODUCTION 

 

Due to rapid urbanization most of the places are covered with impermeable surfaces like cement concrete. This has a major 

impact on the ground water table. Pervious Concrete pavement is an effective way to minimize this issue. Pervious concrete is an 

open graded structure with interconnected voids through which rain and storm water is permitted to percolate into the aquifer. It 
consists of cement, coarse aggregate, some percentage of fine aggregate or No Fine aggregates and water. Pervious concrete is an 

environmental friendly building material and EPA (Environmental Protection agency) has identified it as a Best Management 

Practice (BMP) for storm water Management. It can be used for lower traffic roads, shoulders, sidewalks and parking lots. 

(Magueswari and Narasimha –2013). 

Increasing Compressive strength of Pervious concrete results in lesser voids which ultimately results to lower permeability of 

Pervious concrete. The road pavements has to undergo from various weathering conditions, impact stresses, wear and tear 

(Abrasion), therefore the pavements need to have high compressive stress. But increasing the compressive strength will result high 

density concrete with lesser voids, which will ultimately result in lower permeability of road pavements. Pervious concrete with 

high permeability cannot be used where the pavements has to carry heavy traffic loads. 

Pervious Concrete allows no accumulation of storm water on the surface of road pavement. This type of concrete comes with 

low installation costs, as there is no need of installing storm drains and underground piping. 

 

 

II. EXPERIMENTAL PROGRAM  

 

Constituent used in the concrete are cement, crushed gravel as coarse aggregates, fine aggregate, admixture and water. 

Cement OPC 53 Grade conforming to IS: 12269 was used in all mixes, Crushed gravel was used as coarse aggregate of size 16-

20mm. Tests on materials was conducted to find out properties of the materials used in this study. 

 

Table 1. Physical properties of materials 

 

Properties  Values 

Specific gravity of coarse aggregate 2.69 

Specific gravity of fine aggregates 2.78 

Specific gravity of cement 3.15 

Specific gravity of admixture 1.1 

 

Proportion of fine aggregates was selected as 0%, 10%, 20%, 30% respectively and mix as designed as per IS 10262: 1982. Casting 

of cubes and cylinders was carried out for the mix proportions. 

  Cubes and cylinder were tested under Compression Testing Machine (CTM) on 7th & 28th day respectively to find out 

Compressive strength and Split tensile strength of the samples.  
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Coefficient of permeability was determined by falling head permeability test by using standard permeability apparatus 

confirming to IS: 2720 (Part 17) 1986. Specimen was casted in the mould of size 100 mm diameter and 120 mm length and tested 

after 28 days of curing. 

 

III. RESEARCH METHODOLOGY  

 

 Methodology covers the following:  

 
The study begins with the various tests on materials (Coarse aggregates and Fine aggregates) such as Abrasion resistance, impact 

value, crushing value, specific gravity (for coarse aggregates), specific gravity test (for Fine aggregates). Depending on the various 
percentage of fine aggregates used in the concrete (i.e. 0%, 10%, 20%, 30%), 4 mixes were designed accordingly. Upon casting, the 

tests on fresh concrete (Slump cone test, Flow table test, Compaction factor test, Vee-bee consistometer test) were conducted to 

check the workability of concrete. After curing period of 7 and 28 days, tests on hardened concrete (compressive strength test and 

split tensile strength) were performed under Compression Testing Machine (CTM). The permeability of pervious concrete was 

determined by falling head permeability test. The specimen was casted in the mould of size 100 mm diameter and 120 mm length 

and tested after the curing period of 28 days. 

 

 

 

 

 

 

 

 
 

IV. RESULTS AND DISCUSSIONS 

 

Table 2. Compressive Strength of Samples 

M30 Grade Compressive Strength (Mpa) Split Tensile Strength  (Mpa) 

Percentage of Fine 

Aggregates 

7 Days 28 Days 7 Days 28 Days 

     

0 % 6.763 9.79 5.06 6.74 

10 % 8.71 13.04 6.21 7.56 

20 % 9.48 15.81 6.62 8.74 

30 % 12.09 20.28 7.34 10.68 
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Table 3. Permeability of the Samples 

 

Percentage of 

F.A 

 

Permeability (cm/sec) 

Sample 1  Sample 2 Sample 3 

    

0 1.281 1.272 1.179 

10 1.128 1.091 1.002 

20 1.008 0.986 0.901 

30 0.910 0.894 0.832 

 

Graph 1: Compressive Strength vs Permeability vs Percentage of Fine aggregates

0

5

10

15

20

25

0% 10% 20% 30%

Percentage of Fine Aggregates

C
o

m
p

re
ss

iv
e 

S
tr

en
g

th
 (

M
p

a
)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

P
er

m
ea

b
il

it
y

 (
cm

/s
ec

)

Compressive Strength

Permeability

 

Graph 2: Split Tensile Strength vs Permeability vs Percentage of Fne aggregates
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From the above graphs it has been observed that the increase in the volume of fine aggregates results in decrease in 

permeability and increase in the strength (Compressive strength, Split tensile strength). The optimum mix is obtained for the 

percentage of fine aggregates ranging between 20-25 % for optimum permeability as well as optimum compressive strength. 
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VI. CONCLUSION 

 

The study illustrates the influence of various proportions of fine aggregates on various properties as well as behavior of 

Pervious concrete. In this study it is observed that increasing the volume of fine aggregates results in decrease in volume of voids 

which reduces the permeability and ultimately increases the compressive strength, split tensile strength of pervious concrete. 

Optimum mix is identified by observing the graph showing the relation between the permeability and compressive strength by 

increasing proportions of fine aggregates. The optimum mix is obtained for the percentage of fine aggregates ranging between  

20-25 % for optimum permeability as well as optimum compressive strength 
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Abstract: Due to the changing climate, uneven rainfall, varying topographical conditions, rapid growth of population and 

increase in water demand has led to a scarcity of water. The problem is much serious in rural areas where lack of  infrastructure 

has made water a topmost priority issue. The rural part of India is directly dependent on groundwater as no adequate provisions 

are being made for a sustainable supply of water. Excessive utilization of groundwater has led to a decrease in the groundwater 

levels. Most of the year open wells, farm ponds, tanks, are found to be empty due to low groundwater level, less infiltration and 

haphazard use of groundwater. 

For improving the groundwater level, percolation is an important factor. Percolation is dependant on various parameters 

such as the slope of the terrain, nature of the soil, temperature, humidity, the rate of evaporation, vegetation, rate and intensity of 

rainfall, etc. 

The objective of this paper is to prioritize and categorize water scarcity zones using global weather and soil data with the 
help of QGIS software. These water scarcity zones will be divided on the basis of groundwater availability which then, will be 

divided into high, medium and low scarcity zones.   

These zones will be helpful for providing remedial measures to improve groundwater level in the study area. 

I. INTRODUCTION 

Agriculture is the most important sector of Indian economy. In most regions, agriculture is totally dependent on 

rainwater, which is stored in dug wells, borewells, open wells and tanks. But due to uneven rainfall & uncertain climatic 

conditions groundwater levels are depleting. 

(Krairapanond & Atkinson,1998), have presented, methodology for river basin management on regional and local basis 

in thailand and robust methodology for watershed management. (Batchelor,2013), have analysed the severity of water scarcity 

and its impact on local communities using GIS software. (Pujari & Bhosale.2017), have developed a delineation model and 

rainfall-runoff model for watershed protection and management using QGIS. (Thomas & Duraisamy,2017), have identified 
groundwater scarsity zones based on different influencing thematic layer and provide robust methodology to prioritize areas 

vulnerable to groundwater unavailability, by categorizing the study area into different vulnerable class types such as extreme 

high,moderate and low. (Mello.et.al.,2018), have investgated impacts of tropical forest cover on water quality in agricultural 

watershed in southern brazil. (Fedorov et.al., 2018), have developed a method to justify a site selection of self regulated dam 

which provides minimum impacts on environment.  

The present study conducted in the year 2018-2019 comprised of purandhar taluka of pune district, some villages from 

Bhor,Velhe,Indapur,Baramati,Shirur and Khed are also considered. 

In Purandhar taluka and some villages of Bhor, Indapur, Velhe, Shirur & Khed of Pune district the major income source 

of this area is the agriculture, this area is suffering from uneven rainfall and no infrastructure facilities are  available to store the 

water and to increase groundwater table. Due to the exploitation of groundwater through deep bore wells where the water table 

has depleted. Due to lack of efforts for rainwater harvesting and recharge, water sources get depleted which in turn makes 

agriculture practices more difficult. Most open wells in study area dries up within short period of time also no provision are 
made to improve groundwater table and effective utilization of groundwater resources. 

The current study involves a field hydrological mapping that was integrated with QGIS software to delineate watershed 

area. Global soil and weather data was used to identify, prioritize and categorize water scarcity zones which were divided into 

three categories (high,medium,low) based on severity and scarcity of water. 

II. STUDY AREA  

The concerned study area is Purandhar and some villages of Bhor, Velhe, Indapur, Baramati, Shirur, Khed. These locations lie 

in the coordinates 18° 17' 0" North, 73° 59' 0" east, covers the total area 1,605 km2 and having density of 2,35,659 of which 

1,19,906 are males and 1,15,753 are females (as per the census India 2011). The two catchments of Bhima and Karha river basins 

receive a median annual rainfall of the 696.34 mm of the total annual average. The annual maximum temperature of Purandhar is 

28.31°C and the minimum temperature is about 23°C.  
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Fig.1 : Study area 

III. METHODOLOGY 

The approach adopted for the present study area has been presented in the form of flowchart. The inputs required to identify the 

scarcity zones are rainfall data, KML file of study area from Google Earth and soil and LULC map of concern area. These input 

are provided in QSWAT model which then delinate the watershed of study area. Hydrological Response Unit were generated after 
watershed delination and rainfall runoff model was created. With the help of rainfall runoff model, water scaracity zones were 

identified and categorized according to their severity. 

  

 

 

 

 

 

  

Fig.2 : Flowchart of Methodology  
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IV. RESULTS AND DISCUSSION 

 
Fig. No. 3 Scarcity of Zones. 

 

 
Low Scarcity Zones 

 

Medium Scarcity Zones 

 

High Scarcity Zones 

 

 

 

Table 1. Zone Wise WATB_SOL mm and SURQ_mm 

 

Subbasin Number WATB_SOL mm SURQ_mm 
Total area 

(Sq.Km) 

16,6,2,15,3,4,19 38500 - 38525 4451 - 4615 179.19 

12,9,10,1,21,20 38525 - 40500 4615 - 4766 62.974 

14,17,7,5,8,11,13,22,18 40500 - 41763 4766 - 4913 235.94 

WATB_SOL:- Water table depth from the bottom of the soil surface (mm) (daily output only; not used in tile flow 

equations) 

SURQ_mm :-  Total Surface runoff contribution to stream flow  

 

 High scarcity zones- The zone in which groundwater level is low and runoff is high.  

 Medium scarcity zones- The zone in which groundwater level is average and runoff is moderate.  

 Low scarcity zones- The zone in which groundwater level is high and runoff is low. 

               From above information following provisions and recommendations are made:  

Table 2.  Zone Wise Provision And Recommendations 

Zones Provisions Recommendations 

High scarcity zones 
Check dams, digging pits, 

subsurface dams 

Permission for digging open wells and borewells 

should be strictly prohibited. 

Medium scarcity zones Ditches, Recharge pits and shafts 
Permission for digging open wells and borewells 

should be permitted to certain extent. 

Low scarcity zones 
Recharge wells. open wells and 

dug wells 

Permission for digging open wells and borewells 

should be permitted. 

Field mapping of various hydrological parameters such as water level in dug wells and bore wells in different seasons was 

correlated with the analysis done in QGIS software. The analysis done on QGIS software was found to be synonymous with the 

actual conditions in study area. 
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V.  CONCLUSION 

From the above study, dividing the scarcity zones into three classes (i.e. high, medium, low) resulted in identifying the locations 

of high priority which also resulted in deciding the robust methodology for ground water recharging which proved helpful for 

recommending remedial measures to be taken in that area.   
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Abstract : This paper highlights the use of Artificial Neural Network (ANN) to forecast the stream 

flow beforehand by exploitation of the previous values of stream flow and precipitation at a location specifically 

Gaganbawda region in Kolhapur district, in India. Separate Monthly models were developed for monsoon months 
from June to September. The potential of various ANN algorithms specifically Levenberg-Marquardt (LM), Conjugate 

Gradient function (CGF) and Quasi-Newton’s back propagation (BFG) were investigated through varied models in daily 

stream flow foretelling and to boost the acute flow prediction. All models performed higher except Gregorian calendar 

month September model. LM, CGF performed higher in extreme flow prediction as compared to other algorithms.  

 

Index Terms – Artificial neural network, stream flow, algorithm, modelling. 

I. INTRODUCTION 

Modelling of stream flow method is probably the foremost asked for analysis topic for hydrologists everywhere on the 

planet, thanks to its importance in style, construction and operation of many prediction model. Since a long time a 

knowledge driven approach of Artificial Neural Networks (ANN) is employed extensively in modelling water flows 

by several researchers (ASCE 2000). Historically this can be done by using abstract models. Correct foretelling of stream 

flow well earlier can facilitate in saving human life and furthermore as preventing property harm. Due 
to numerous difficulties concerned in these modelling techniques researchers are continuously in search of a 

stronger modelling approach which can be easier, less time consuming and fairly accurate. Presently, the prediction of 

stream flow one day beforehand by studying the previous measured values of stream flow and rainfall with Artificial 

Neural Networks (ANN), at Gaganbawda, in Kolhapur district, India is done. In addition to this, different ANN 

algorithms particularly Levenberg-Marquardt (LM), Conjugate Gradient function (CGF) and Quasi-Newton’s back 

propagation (BFG) were compared with relation to their accuracy in foretelling the runoff. Successive section describes 

ANN in short, at the side of a review, its application for stream flow modelling followed by data of concerned study area 

and types of input data used. 

 

II. ARTIFICIAL NEURAL NETWORKS 

ANNs were made as a general form of mathematical model of neurons in human brain. An ANN could be a massive 
parallel distributed system for processing information that contains performance parameters similar to that of neural 

networks of the human brain (ASCE 2000). An ANN model consists of variety of nodes that are unit organized as per a 

specific arrangement. One way of separating neural networks is by the no of layers i.e single, bilayer and multilayer. 

ANNs can even be classified according to the flow direction of data and process. During a feed-forward network, layer 

wise the nodes are arranged beginning from input layer and terminating at the output 

layer. There are many hidden layers, with every layer having single or multiple nodes. The nodes in any specific layer are 

connected to the nodes in the next layer, however to not those within the same layer. Thus, the resultant of a node in a 

succeeding layer is simply akin about the input data it acquires from previous layers and therefore the corresponding 

weights. On the opposite hand, in an exceedingly perennial ANN, information flows through the nodes in each directions, 

from the input to the output facet and vice versa (ASCE 2000). The last layer consists of numeric values foretold by the 

network and so represents model output. The no of hidden layers and therefore the variety of nodes in every particular 

hidden layer are determined by a trial-and-error method. The nodes at intervals neighboring layers of the network are 
absolutely connected by links. A weight is appointed to every link to resent the relative affiliation strength of 2 nodes 

at each ends in predicting the input-output relationship. Fig. 1 shows the configuration of a feed forward tri layer ANN. These 

types of ANNs may be utilized in a large type of issues, such as storing various types of information, recalling variable 

data, classifying the data patterns, performing general mapping from input to output pattern, clubbing similar patterns, or 

finding answers to strained improvement issues. In this figure, X is an input vector consisting of variables that affect the 

behavior of the system, and Y is the output vector generated by the system showing system behavior and consisting of variables.  

 

 
fig 1: schematic diagram of three layer network. 
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Particularly just in case of stream flow modelling several analysis employees have adopted cause result modelling for 

predicting runoff within which statistics of motivating variables like precipitation, temperature, also as runoff etc. 
either separately or together are used to predict stream flow. Three coaching algorithms specifically Levenberg-Marquardt 

(LM), Conjugate Gradient perform (CGF) and Quasi-Newton’s back propagation (BFG) are taken under 

consideration for the current study. The Neural Network tool provided in MATLAB atmosphere was accustomed, trained 

and used to check the networks. Details will be found within the ASCE Task Committee (2000), Maier and Dandy 

(2000), town and Wilby (2001) for rainfall-runoff and stream flow modelling. Though an outsized range of papers on 

rainfall-runoff modelling on ANN will be seen out there though literature of the current work differs within the proven 

fact that for coaching the network, the intense event is employed notably to extend the accuracy of the 

prediction generally and accuracy at peak prediction above all. 

 

III. STUDY AREA AND DATA 

The selected site for the project is Gaganbawda region near Kolhapur. It is located 55 km away from Kolhapur. Gaganbawda is 

situated on the Western Ghats. It is a non-developed and hilly area of the district. Gaganbawda gets maximum rainfall of 260 mm 
during rainy season [(IMD report number ESSO/IMD/HS/R.F.REP/02 (2013)/16)]. A total of 36 years of data namely rainfall(R), 

runoff(Q), temperature(T), evaporation(E) and relative humidity(H) was utilized for the proposed site. The proposed site requires 

data such as rainfall and runoff for input. Sufficient data is available for a meaningful study in terms of both quantity and quality 

was obtained from IMD. The India Meteorological Department is an agency of the Ministry of Earth Sciences of the Government 

of India.  

 

IV. MODEL FORMULATION 

The data obtained from IMD for last 36 years was carefully segregated and examined for previous data such as, rainfall, runoff, 

humidity, maximum temperature and evaporation. It is observed that rainfall occurs only during June, July, august and September. 

Hence data only for these months is considered. Variation was observed in each month therefore separate models for respective 

months were made. Details are shown in figure 2. All models were trained to use more or less 70% of the data and therefore the 
30% of the data that remains was utilised to test the model. The output generated from the model would be the stream flow on the 

next day. ‘Sigmoidal and Linear’ were the 2 transfer functions utilized in the primary and secondary layer. The quantity of hidden 

neurons was determined by trial and error method. Model for every month was then trained for three completely 

different algorithms specifically Levenberg Marquardt (LM), Conjugate-Gradient function (CGF), Quasi-Newton’s back 

propagation (BFG) and therefore the performance of these models were compared by mean square error and coefficient of 

correlation. The visual examination was done by plotting the hydrographs of each observed and predicted runoff. Architecture of 

all models of ANN is different from each other and it has been found by trial and error method.  

 

 

 

 
 

 

fig 2 : graph showing variation in total rainfall for respective month 

V. MODEL ASSESSMENT 

Many methods for assessment of the model are available in literature related to application of hydrology. The traditional measures 

such as coefficient of correlation (r) and mean squared error MSE etc were studied by Mr. McCabe and Mr. Ligates (1999) in their 

paper, and they suggested that it is not suitable to use only coefficient of correlation as a parameter for model evaluation. Need for 

more than one model assessment technique is also emphasized by Dawson and Wilby (2001). Mr. Legates and Mr. McCabe (1999) 
proposed a complete evaluation of model performance should have at least one absolute error measure and a goodness of fit 

measure or any relative error measure and with additional information. Similarly, bi evaluation criteria is used in the current study 

to analyze performances in addition to correlation coefficient and scatter plot between the observed and predicted stream flow 

values are plotted. 
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VI. RESULTS AND DISCUSSION 

The trained models tested with specifically 9 types of inputs performed very well as seen from high values of correlation 

coefficient and the corresponding scatter plot. The three algorithms were run for each month and the best model for every specific 

month was identified.  

 

 

 

table 1.    statistical parameters of runoff (m3/s) at Gaganbawda. 
 

 

 

 June July Aug Sept 

Mean 25.02 33.98 27.74 13.43 

St.Deviation 27.18 31.24 26.43 18.62 

Minimum 0.2 0.11 0.275 0.11 

Maximum 212.85 274.45 199.65 138.6 

 

 
 

 

table 2.     statistical parameters of rainfall (mm) at Gaganbawda 
 

 

 

 June July Aug Sept 

Mean 38.64 61.53 50.14 21.82 

St.Deviation 49.69 56.97 48.29 34.58 

Minimum 0 0 0 0 

Maximum 387 499 363 525 

 

 

 

 

 

table 3.     statistical parameters of temperature (celsius) at Gaganbawda 
 
 

 June July Aug Sept 

Mean 29.74 26.83 26.47 28.56 

St.Deviation 3.40 2.08 2.05 2.52 

Minimum 20.7 20.5 19 19.2 

Maximum 40 32.6 31.9 35.7 

 

table 4.     statistical parameters of evaporation (mm) at Gaganbawda 
 

 June July Aug Sept 

Mean 2.66 2.851 0.92 2.65 

St.Deviation 1.30 1.46 2.47 1.70 

Minimum 0 0 0 0 

Maximum 8.5 19.7 51 21 
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table 5.     statistical parameters of humidity (%) at Gaganbawda 
 

 
 

 

 

 

 

 

 

 

 

 

table 6.      model details of Gaganbawda station. 

 

Month LM CGF BFG Input Training 

Set 
Testing 

June 9:2:1 9:7:1 9:3:1 Qt = f(Qt-1, Qt-2  , Rt-1, Rt-2Tt-1 ,Et-1 , Et-2 Ht-1, Ht-2) 
 

713 307 

July 9:8:1 9:5:1 9:5:1 Qt = f(Qt-1, Qt-2  , Rt-1, Rt-2Tt-1 ,Et-1 , Et-2 Ht-1, Ht-2) 
 

735 317 

August 9:7:1 9:6:1 9:4:1 Qt = f(Qt-1, Qt-2  , Rt-1, Rt-2Tt-1 ,Et-1 , Et-2 Ht-1, Ht-2) 
 

732 315 

September 9:3:1 9:5:1 9:7:1 Qt = f(Qt-1, Qt-2  , Rt-1, Rt-2Tt-1 ,Et-1 , Et-2 Ht-1, Ht-2) 
 

705 304 

 

table 7.     results at Gaganbawda station 

 

 R MSE 

Mon./Algo LM CGF BFG LM CGF BFG 

June 0.98 0.89 0.89 0.000328 0.0077 0.00762 

July 0.99 0.97 0.99 0.000126 0.00312 0.000128 

August 0.99 0.99 0.99 0.000236 0.000581 0.000300 

September 0.99 0.98 0.99 0.00374 0.00504 0.00376 

 
 

table 8.      details of maximum observed and predicted stream flow at Gaganbawda Station 
 

 

Model 
Observed 

discharge 

Max.  predicted discharge ( m3/s) 

LM CGF BFG 

June 212.85 211.77 165.85 177.09 

July 161.15 161.43 158.53 161.99 

August 199.65 190.23 161.86 196.94 

September 138.6 133.63 105.41 133.64 

 

 
fig 3 : stream flow forecasting one day in advance for LM ( August.) 

 June July Aug Sept 

Mean 74.87 83.99 84.10 75.86 

St.Deviation 13.39 10.97 10.01 11.31 

Minimum 39 27 57 23 

Maximum 100 276 255 100 
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fig 4 : correlation coefficient graph for LM (August).  

VII.  CONCLUSION 

Forecasting of stream flow one day in advance using the previous values of runoff, rainfall, humidity, maximum temperature and 

evaporation and the soft computing tool of Artificial Neural Networks (ANN), at Gaganbawda, in Kolhapur district of Maharashtra, 

India was presented in the foregoing sections. Three different ANN algorithms namely Levenberg-Marquardt also known as LM, 

Conjugate Gradient Function also called CGF, and Quasi-Newton’s back propagation known widely as BFG, were tested for each 
model and compared to identify the best algorithm that was suitable. For the month of June, value of coefficient of correlation for 

LM was 0.98. The mean square error value of LM was 0.000328 which was lowest observed between the three algorithms. For the 

month of July, LM and BFG were the best performing algorithms. The mean square error values were marginally different with 

values being 0.000126 and 0.000128 respectively. The correlation coefficient values were 0.99 for both algorithms. For August 

model, the value of correlation being 0.99 for each of the algorithm. LM performed marginally well with mean square error value 

being lowest among the three at 0.000236. In the September model, coefficient of correlation value at 0.99 were observed for both 

the algorithms. The mean square error value for LM was slightly better at 0.00374. Hence it was observed that for the month of 

June LM was the best performing algorithm. For July LM and BFG performed better than CGF with LM being the most favorable. 

For August all the three algorithms performed relatively well with LM being most favorable. Finally for September, LM 

outperformed all the other algorithms. The peak value in each model was predicted accurately by LM. 
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