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Parallel Outlier Detection for Streamed
Data Using Non-Parameterized Approach

Harshad Dattatray Markad, Zeal College of Engineering and Research, Pune, India

S. M. Sangve, Zeal College of Engineering and Research, Pune, India

ABSTRACT

Outlier detection is used in various applications like detection of fraud, network analysis, monitoring
traffic over networks, manufacturing and environmental software. The data streams which are generated
are continuous and changing over time. This is the reason why it becomes nearly difficult to detect
the outliers in the existing data which is huge and continuous in nature. The streamed data is real
time and changes over time and hence it is impractical to store data in the data space and analyze
it for abnormal behavior. The limitations in data space has led to the problem of real time analysis
of data and processing it in FCFS basis. The results regarding the abnormal behavior have to be
done very quickly and in a limited time frame and on an infinite set of data streams coming over the
networks. To address the problem of detecting outliers on a real-time basis is a challenging task and
hence has to be monitored with the help of the processing power used to design the graphics of any
processing unit. The algorithm used in this paper uses a kernel function to accomplish the task. It
produces timely outcome on high speed multi- dimensional data. This method increases the speed
of outlier detection by 20 times and the speed goes on increasing with the increase with the number

of data attributes and input data rate.

KEYWORDS
Anomaly Intrusion Detection, Compute Unified Device Architecture (CUDA), Gaussian Detection Scheme,
Graphics Processing Unit (GPU), Outlier Detection, Parallel Execution

INTRODUCTION

Outlier detection mechanism is the detecting of a different pattern or an unusual pattern that is different
from the rest of the normal data set. Outlier detection is usually done to indicate and identify the
defective data or a behavior. Sometimes outlier detection is done to analyses the data for security and
scientific interest. Instead of discarding the data, researchers sometimes compose the data pattern in
the form of data mining technique so that same pattern can be detected very easily in the near future.
The data incoming to the system is in the form of chunks or streams. The data in the form of
chunks are usually datagram. The datagram 1s similar in size and is possible to detect and identify
the outliers in it very easily. When the data 1s the form of streams, it becomes difficult to analyze
the data on the regular basis as the stream 1s continuous and enormous data comes into the system
As the streamed data is continuous 1s nature, 1t becomes nearly impractical to store it in a memory
and analyze it thoroughly for abnormal behavior. This gave rise to the use of stream outlier detection
mechanism which works on one pass basis. The streamed data is put into the tunnel of data outhier
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Partial Least Square based Improved Intrusion Detection
System
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ABSTRACT

Various  Artificial Intelligence  (AI)  based computing
techniques for intrusion detection has been proposed using
popular large-scale datasets like DARPA 98 and KDD Cup
99. However, Al based systems such as using representative
instances are computationally inefficient. In this paper, the
computationally efficient approach is proposed for anomaly
detection by combining Partial Least Square (PLS) and
technique of extracting representative instances. The PLS
helps in feature selection and provides dimensionality
reduction. Further, to decline the processing time the
representative instances are properly chosen from the data set
before classification. The classic instances are selected from
the subscts of data which are obtained by Centroid-based
partitioning technique. The system utilizes these paradigmatic
instances as a training set. Finally, KNN classifier is trained
using these paradigmatic instances. The results obtained using
the proposed approach indicates a considerable fall in the
processing time and space utilization.

General Terms
Network security, K-nearest neighbor classifier, Training
dataset, Testing dataset, Anomaly based intrusion detection

Keywords
Intrusion detection, Artificial Intelligence, Feature selection,
Preprocessing,  Partial  least square, Centroid-based
classification

1. INTRODUCTION

The Internet is gaining more importance in different sectors
like business and education centers that are utilizing Internet
services (web and email for communication). The Internet
users access these free services that make them susceptible to
attacks which include data stealing [1]. For ensuring, the
security policy of data, a modern computer network uses the
intrusion detection system (IDS) which is an integral part of
well-defined and organized network. The IDS can be a
software program or hardware system which monitors the
various actions occurring in the real network and analyzes the
network for detection of security attacks [2].The intrusion
detection system scans the network activity and finds out the
attacks. Previously, many techniques have been developed for
modeling normal and anomalous behaviour in the network.
The most of the deployed techniques are misuse and
supervised detections. But the problem generated from
supervised detection is that they do not have enough labelled
data. If a new type of intrusion comes in a network then the
system is unable to capture it because no signature is available
in labelled dataset. Thus, there is a need to update the dataset
manually. This will consume more time and space. To get rid
of these problems, unsupervised anomaly detection has been
developed. It includes a sct of unlabelled data. For detection
of unknown attack, there is no need to keep previous
knowledge of training dataset and new attacks.

U. V. Kulkarni
SGGS Institute of Engineering and Technology
SRTMU, Nanded, India

There are many techniques developed for IDS using two
broad catcgories as supervised (classification) and
unsupervised (anomaly detection and clustering). To apply
learning techniques for IDS, it is necessary to have the
knowledge about the label information. To obtain the
information of label can be very difficult because when we
check the network traffic or audit logs it requires huge amount
of time. Hence, in the real time applications the labelled set
may not contain all possible types of attacks. If new attacks
appear, the training dataset may not contain instances
representing these fresh classes of attacks. Thus, it is
important to have trade-off between supervised and
unsupervised techniques for IDS [3]. Supervised algorithms
arc C4.5, k-nearest neighbor (KNN), and multilayer
perceptron. The k-nearest neighbor finds the k-samples in
training dataset that are closest to the test sample.

Most of the viable and open source IDS tools that are
developed during last decades are signature-based. Such tools
can detect only known attacks which are described previously
by respective signatures. However, for new attacks, the
signature databank should be stored and changed manually.
To cope up with this issue, machine learning systems are used
to learn new attacks those are not previously defined in
training dataset [3]). The signature-based IDS are unable to
detect zero-day attacks like worms and spyware. To solve this
problem, anomaly intrusion detection methods have been
developed. The support vector machine (SVM) is one of the
known machine learning algorithms to classify abnormal
samples[1]. There are two main approaches used for intrusion
detection namely signature-based(SIDS) and anomaly-
based(AIDS). The taxonomy of labelled and non-labelled
attacks is briefly described by Garcia-Teodoro et al. [4].

The various Al techniques such as Naive Bayes, KNN,
decision trees, artificial neural networks (ANNs), and SVM
have been applied for detecting intrusion. The most
commonly used techniques for intrusion detection are SVM
and KNN. The multilayer perceptron is the example of neural
network architecture which is widely used to solve the
problem of intrusion detection. When the research in IDS
started, many of the researchers suggested the fusion approach
to increase the detection accuracy. The notion behind using a
fusion classifier is to put together some leaming techniques to
attain improved detection performance than a particular
classifier [5].

There are certain issues addressed while implementing the
IDS. The IDS should be effective and efficient in terms of
computational cost. The effectiveness of IDS is calculated in
terms of detection accuracy (DA) and false alarm rate (FAR).
while the response time is used to measure the efficiency
during a network attack [6]. For improving the competency of
AIDS, the various research groups have used teature selection
to climinate repetition of data and to decrease the
computational complexity of preprocessing. The feature

29
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Real Time Spam Detection of Drifted Twitter using
Statistical Features
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Abstract: - Twiver Spam has become an essential dravwhack
these davs. Recent works  specialize in applving  machine
learning techniques for Twitter spam detection that build use of
the applicd math options of tweets. In our tagged hvects
dataset. however. we tend (o observe that the applied math
properiies of spani tweets vary over time, and therefore the
pertormance ot existing machine learning based classifiers
decreases This issue s referred to as “Twitter Spam D/'[/il". In
order to tackle this problem. e fiestly carry out a deep
analvsis on the statistical features of one million spam hveets
and one million non-spam tweets, and then propose a novel
Liun scheme. The projected scheme can discover “changed ™
Cspam tweets from unlabelled hveets and incorporate them into
classifier’s training process. a number of experiments are
performed to evaluate the proposed scheme. The results show
that our proposed Lfun scheme can significantly improve the
spam detection accuracy in real-world scenarios.

Kevwords: - Social network security, twitter spam detection,
machine learning.

1. INTRODUCTION

TWITTER has become one of the most popular social networks
within the last decade. 1t’s rated because the most well-liked
social network among teenagers in keeping with a recent report.
However. the exponential  growth of  Twilter  conjointly
contributes to the rise of spamming activities. Twitter spam,
that is named as unsought tweets containing malicious link thal
directs victims to external sites containing malware downloads,
phishing, drug sales, or scams, elc[2], not solely interleres user
experiences. however conjointly damages the complete net. In
September 2014, the web of latest Zealand was run thanks to
the unfold of malware downloading spam. This type of spam
lured users to click links that claimed to contain Hollywood star
photos. however in reality dirccted users to transfer malware to
perform DDoS attacks [14].

Consequently, security corporations, moreover as Twiller itsell,
area unit combating spammers (o create Twitter as a spam-free
platform. as an example, Trend small uses a blacklisting service
known as net name Technology system to filter spam URLs for
users WHO have its products installed[8]. Twitter conjointly
implements blacklist filtering as a part in their detection system
known as Bothaker| 3]0 However. blacklist Luls 1o guard
victims from new spam thanks 1o its delay [4] Analysis shows
that. over mnetieth victims could visita replacement spam hnk
belore it's blocked by blackhsts. so as 1o deal with the
Himitation ol blackhists[ 10]. rescarchers have planned some
macthine learning primarily based schemes which may build use
Wospamers” o spam tweets” applied mathematics options to
[ spam on faith the URLs.| 3]

Machine Learning (ML) primarily based detection schemes
involve many steps. First, applicd mathematics options. which
may differentiate spam  [rom non-spam, arca unit extracted
from Lweets or Twilter users (such as account age, variety of
followers or [riends and variety of characters during a tweet)
Then a tiny low sct of samples area unit tagged with category,
i.c. spam or non-spam, as coaching knowledge. After that,
machine learning primarily based classificrs area unit trained
by the tagged samples. and at last the trained classifiers will be
wonl to find spam. Varicty of cc primarily based detection
schemes are planned by rescarchers [2].

However, the observation in our collected knowledge set shows
that the characteristics of spam tweets arca unit varied over
time. We tend to ask this issue as “Twitter Spam Drift™. As
previous cc primarily based classifiers aren't updated with the
“changed” spam tweets, the performance of such classifiers
arca unit dramatically influenced by “Spam Drift” once
detective work new coming back spam tweets. Why do spam
tweels drift over time? IUs as a result of that spammer’s arca
unit combating securily corporations and researchers. Whereas
researchers area unit operating to tind spam, spammers also are
attempting (o avoid being detected. This leads spammers to
evade current detection options through posting a lot of twects
or making spam with the similar linguistics which means
however victimization totally different text [9].

11. RELATED WORK

Duc to the increasing popularity of Twitter, spammers have

translerred from other platforms, such as email and blog, 1o

Twitter. To make Twitter as a clean social platform, security

companies and rescarchers are working hard to eliminate spam.

Sceurity companies, such as Trend Micro [8], mainly rely on

blacklists to filter spam links. However. blacklists fail to protect

users on time due to the time lag. To avoid the Limitation of
blacklists, somc carly works proposed by rescarchers use
heuristic rules to filter Twitter spam. H. Gao, Y [12] used a
simple algorithm to detect spam in #robotpickupline (the
hashtag was created by themselves) through these three rules:
suspicious. URL  searching, username pattern matching and
keyword detection. K. Lee [6] simply removed all the tweets
which contained more than three hashtags to filter spam in ther
dataset to eliminate the impact ot spam for their research.

Later on, some works applied machine learning algorithms for
Twitter spam detection. K. Lee [2] made use of account and
content based features, such as account age, the number ol
followers/followings, the length ol tweet, ete. to distinguish
spammers and non-spanumers. Wang et al. proposed a Bayesian
classifier based approach to detect spammers on Twitter . while
Benevenuto et al. detected both spammers and spam by using
Support Vector Machine(2] In Stringhini et al. tained
Random Forest classitier, and used the classifier to detect spam
from three social networks, Twitter, Facebook and MySpace
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Efficient Resource Utilization Using Nearby Mobile
Devices with Task Sharing Algorithm
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Abstract: - In traditional web-based applications current
technology does not facilitate exploiting this resource rich
space of machine and human resources. As mobile devices
evolve (o be powerful and pervasive computing tools, their
usage additionally continues to extend speedily  However,
mobile device users ofientimes CXPCIUSC ISSUCS Onee running
intensive applications on the device itself, or offloading l;)
remote  clouds, attributable  to  resource  shortage  and
property  problems. Node  heterogencousness,  unknown
employee  capability, —and — dynamism  square  measure
identified as essential challenges to be self-addressed once
programing work among near mobile devices we have a
tendency 1o gift a work-sharing model, referred to as well-
known work stealing methodology to load balance fieelance
Jobs among  heterogencous mobile  nodes, ready to
accommodate nodes every which way effort and connection
the svstem. The general strategy of this project is 1o
specialize - short-term — goals.  taking
opportunities as they arise, based on the ideas of proactive
staff and timeserving delegator. We evaluate our model using
a prototype framework built using Android and implement
nvo applications.
Nevwords: - Wi-Fi,
Balancing

Hotspot, Job  Scheduling,  Load

1. INTRODUCTION

Today’s environments have become embedded with mobile
devices with increased capabilities, equipped with numerous
sensors, wireless conneclivity also as restricted machine
resources. However, on the far side some traditional web-
based applications, current technology don’t  facilitate
exploiting this resource wealthy house of machine and
human resources. Collaboration among such sensible mobile
devices will pave the Approach for larger computing
opportunitics, not  simply by making  crowd-sourced
computing opportunitics needing a  person’s  component,
however additionally by determination the resource
Limitation drawback inherent to mobile devices.

However such mobile crowds aren’t meant to interchange the
remote cloud computing model, however to enhance 1t as
given below:

-As an alternate resource cloud in environments wherever
conneetivity to remote clouds 1s smallest.

-To deerease the strain on the network.

- To utilize machine resources of idle mobile devices [12].
This paper presents the Honeybee model that supports P2p
work sharing among dynamic mobile nodes As proot” of
concept we present the Honeybee APLL a programming
framework — for developmg  mobile computing
apphications. We build on previous work where we inttially

crowd

mvestigated statie job tarming among a heterogencous group
of mobile deviees in [7]. which was followed by a more self-

advantage  of

adaptive approach in [6] using the ‘work stealing’ method
and in [7] where three different mobile crowdsourcing
applications were implemented and evaluated. The progress
ol our research on work sharing for mobile edge-clouds is
illustrated in Table 1.

We present the honeybee model that supports P2P work
sharing among dynamic mobile nodes. As proof of construct
we have a tendency to gift the honeybee API, a programming
framework  for developing mobile crowd computing
applications. we have a tendency to rest on previous work
wherever we tend to at the start investigated static job
farming among a heterogeneous cluster of mobile devices in,
that was followed by an additional self-adaptive approach in
using the ‘work stealing’ technique, and in wherever three
completely different mobile crowdsourcing applications were
enforced and evaluated. The progress of our analysis on work
sharing for mobile edge-clouds is illustrated in Table 1.

Phase | Phase 11 Phase [11 |
Simple  work | Work  stealing | Enhanced work
tarming on | on Bluetooth stealing  on Wi-Fi\
Bluetooth Direct: current paper
connect to | connect to | connect to workers
workers via | workers via | via Wi-Fi Direct
Bluctooth Bluctooth
distribute  jobs | distribute  jobs | work stealing
cqually cqually commences without
initial  equal  job
distribution
No load- | load-balancing fault-tolerance  and
balancing via work | methods  periodic
stealing  after | resource discovery
initial job
distribution

TABLE 1: Evolution of the Honeybee model for computing
with nearby mobile devices

We have improved the work stealing algorithmic rule of
phase ii to deal with the bottlenecks within the transmission
of cnormous job information by optimizing the task
distribution strategy and using Wi-Fi Direct. Phase Il is
additionally ready to handle random disconnections and
opportunistic connections.  We  show  wide amounts of
performance gain and energy savings using our system.
Though we tend to acknowledge that incentives, security and
trust mechamisms are essential for a made mobile crowd, and
honeybee is run on a secure atmosphere.

11. RELATED WORK

Offloading computation and storage from mobile devices to
an external set of resources, has been explored in the
literature [7]. With regards to the resource offloading, current
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Verifiable Delegation Along With Attribute-
Based Hybrid Encryption in Cloud Computing
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Abstract: -In the cloud, for achieving access control and
heeping nformation confidential - information  owners may
adopt attribute-based encoding to encode the hold on data.
Users with restricted  computing power are but additional
possible to delegate the mask of the decoding task to the cloud
servers (o reduce the computing cost. As a result, attribute-
based encoding with delegation emerges. Still, there are
caveats and queries remaining withm the previous relevant
works Forinstance, during the delegation, the cloud servers
might tamper or replace the delegated ciphertext and respond
- a forged computing result with malicious intent they will also
('\mr cheat the eligible users by responding them that they're
imeligible for the aim of cost saving. What is more, throughout
the cncoding, the access policies might not be versatile
cnough likewsse. Since policy for general circuils allows
realizing the strongest varielv of access management, a
construction for realizing circuit ciphertext-policy attribute-
based hybrid cryprography with verifiable delegation has been
thought-about in our work. In such a system, combined with
verifiable computation and encrvpt-then-mac mechanism, the
mjormation  confidentiality, — the  fine-grained  access
management and also the correctness of the delegated
computing results square measure well bonded at a similar
tme. Besides, our theme achieves security against chosen-
plaintext attacks  underneath the k-multilinear Decisional
Diffie-Hellman assumption. Moreover, an intensive simulation
campaign confirms the practicableness and potency of the
projecied answer.

Kevwords: — Ciphertext-policy — attribute-based encrvption,
corcuits. verifiuble  delegation,  multilinear  map, — hvbrid
e I'l'/}/IUN

I.INTRODUCTION
THE cemergence ol cloud computing brings a
revolutionary innovation 1o the management ol the inlo
resources. Within this computing environment, the cloud
servers will offer varied information services, like remote
mformation storage and outsourced delegation computation
[3-4] cte. For data storage. the servers store an oversized
quantity of shared data that can be accessed by licensed users.
For delegation computation, the servers can be wont to handle
and caleulate various information per the user’s demands. As
applications move 1o cloud computing platforms, ciphertext-
policy attribute-based encoding (CP-ABE)(5] and verniliable
delegation (VD)[6-7] square measure won't 1o guarantee the
data confidentiality and also the vertfiability of delegation on
dishonest cloud servers. Taking medical information sharing
as Associate monursing example with the increasing volumes
ol medical pictures and medical records. the aid organizations
place an oversized quantity of data within the cloud for
reducime nformaton storage prices and supporting medical

cooperation. Since the cloud server might not be credible, the
lile cryptological storage 1s a good method to stop non-public
information  from being purloined or tampered. In  the
meanwhile, they'll get to share information with the one that
satistics some necessitics, they want, i.e., access policy, can be
nie Chicef Doctor. To make such information sharing be
realizable. attribute based encryption is applicable.

There are 2 complementary kinds of attribute-based

encryption. One is key-policy attribute-based encoding (KP-

ABE) [9-10-11] and also the alternative is ciphertext-policy

attribute-based encoding. During a KP-ABE system. the

choice of access policy is formed by the key distributor

instead of the encipherer that limits the utility and value for

the system in sensible applications. On the contrary, in a CP-

ABE system, cvery ciphertext is related to associate in nursing

access structure, and every non-public secret is tagged with a

group ol descriptive attributes. A user is ready to rewrite a
ciphertext if the key’s attribute set satisfies the access structure
associaled with a ciphertext. Apparently, this method is
conceptually closer to ancicnt access management ways. On
the other hand. during a ABE system, the access policy for
general circuits can be thought to be the strongest sort of the
policy categoricalion that circuits will express any program of
fixed period.

Delegation computing is another main service
provided by the cloud servers. within the on top of situation,
the aid organizations store information files within the cloud
by victimisation CP-ABE under sure access policies. The
users, WHO wish to access the data files, opt for to not handle
the advanced method of decryption regionally thanks to
restricted resources. Instead, they are possibly to source a part
ol the cryptography method to the cloud server. Whereas the
untrusted cloud  servers WHO can  translate the initial
ciphertext into a straightforward one may learn nothing
regarding the plaintext from the delegation.

IL RELATED WORK

Sahai and Waters (1) proposed the notion of attribute-based
encryption (ABE). In subsequent works (8], [12]. they tocused
on policies across multiple authorities and the issue of what
expressions they could achieve. Up until recently, Sahai and
Waters [9] raised a construction for realizing KP-ABE for
general circuits. Prior to this method, the strongest form of
expression is Boolean formulas in ABE systems, which is still
a far ery trom being able to express acceess control in the form
of uny program or circuit. Actually, there still remain two
problems. The tirst one is their have no construction for
realizing CP-ABE for general circuits, which is conceptually
closer to wraditional access control. The other is related to the
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Uhseract: In thiy paper, we introduce a secure multi keyword Ranked Search over encrypted cloud information which at the

same time supports dynamic upgrade operation like deletion and insertion of reports detail the vectored space model and the
widely wtilized TF-IDF (Term Frequency

query generation. Due to the in("l'('u.\'in.g' e

= Iverse Document Frequency) model are combined in the index construction and

opularity of the cloud, more and more data owner are motivated to outsource their data
to cloud server for grear conveniences and reduced cost in data management. The data should be in encrypted form before
outsourcing for privacy requirement. In particular, the vector space demonstrates and the broadly utilized TF IDF models are
combined in the index construction and query generation. We develop a special tree-based index structure and propose a Greedy
Depth-first Search algoritlum to give productive multi-keyword Ranked Search.. v

Keywords: Cloud Computing, Searchable LEncryption, Multi-Keyword Ranked Search, Dynamic Update.

I. INTRODUCTION
Cloud computing has been considered as another model of enterprise IT foundation, which can organize huge resource of
processing, storage and applications, and empower clients to enjoy ubiquitous, helpful and on request network access to a shared
pool of configurable computing resources with extraordinary effectiveness and minimal economic overhead Attracted by these
appealing features, both people and enterprises are motivated to outsource their information to the cloud, instead of purchasing
software and hardware to [9]deal with the information themselves. Despite of the different ad-vantages of cloud administrations,
outsourcing sensitive data, (such as e-mails, personal health records, company finance data, government documents, etc.) to remote
servers brings security concerns. The cloud specialist providers (CSPs) that keep the information for clients may get to clients’
sensitive data without approval. A general way to deal with secure the information secrecy is to encode the information before
outsourcing. However, this will bring about a huge cost as far as intormation usability. For Example, the current procedures on
keyword based data retrieval, which are generally utilized on the plaintext information, can’t be directly applied on the encrypted
mformation. Downloading the all types of data [rom the cloud and also decrypt locally is obviously impractical [5, 6, and 7].
In order to address the above problem, rescarchers have designed some general-purpose solutions with fully homomorphice
enceryption. However, these methods are not practical due to their high computational overhead for both the cloud sever and user. On
the contrary, more practical special purpose solutions, such as searchable eneryption (SE) schemes have made specific contributions
in terms of efficiency, functionality and security.
Scarchable encryption schemes enable the client to store: the encrypted data to the cloud and execute keyword se
text domain [9,10]. So far, abundant works have been proposed under different threat
funcuonality, such as single keyword scarch, similarity scarch, multi-keyword Boolean search,

arch over cipher

models to achieve various search
ranked scarch, multi-keyword ranked
search, cte. Among them, multi keyword ranked search achieves more and more attention for its practical appli cability. Recently.
some dynamic schemes have been proposed to support inserting and deleting operations on document collection. These arc
stgnificant works as it 1s highly possible that the data owners need to update their data on the cloud server. But few of the dynamic
scheme support efficient multi keyword ranked search.

1L LITERATURE SURVEY
K. Ren, C. Wang.et. al. [1], focus on the (irst encryption scheme based on search-able paradigm and the search time is proportional
to the size of the data. The size of the data i changed or increased led o the change in the time
algorithm. Other proposed wor3k includes two schemes for
mechanism which has adaptive and chosen keyword attacks.

required for running the encryption
eneryption data. The proposed scheme has single keyword search
This single keyword search mechanism shows limitations
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Abstract: - With the development of cloud computing,

outsourcing mformation to cloud server attracts scores of

attentions. To ensure the safety and attain flexibly fine-grained

file access management, attribute  primarily  based  secret
writing (ABE) was planned and utilized in cloud storage
svstem: However, user revocation is that the primary issue in
ABE schemes During this article, we offer a ciphertext-policy
atribure primarilv based secret writing (CP-ABE) theme with
cconomical user revocation for cloud storage svstem. The
problem of user revocation will be resolved with efficiency by
ntroducing the conception of user cluster. When any user
leaves. the group manager will update users’ private keys
except for those who have been revoked. Additionally, CP-
4BE scheme has heavy computation cost, as it grows linearly
with the complexity for the access structure. To reduce the
computation cost, we outsource high computation loud to
cloud service providers without leaking file content and secret
kevs. Notably, our scheme can withstand collusion attack
performed by revoked users cooperating with existing users.
We prove the security of our scheme under the divisible
computation Diffie-Hellman (DCDH) assumption. The result
of our experiment shows computation cost for local devices is
relatively low and can be constant. Our scheme is suitable for
resource constrained devices.

Kevwords:  Cloud  computing, attribute-based encryptions
outsource decryption, user revocation. collusion attack.

I. INTRODUCTION

In this project, we provide a cipher text-policy
attribute based encryption (CP-ABE) scheme with efficient
user revocation for cloud storage system. The issue of user
revocation can be solved efficiently by introducing the
concept of user group. When any user leaves, the group
manager will update users’ private keys except for those
who have been revoked. Additionally, CP-ABE scheme has
heavy computation cost, as it grows linearly with the
complexity for the access structure.  To reduce the
computation cosl, we outsource high computation load to
cloud service providers without leaking file content and secret
keys.
With the increasing of sensitive data outsourced to cloud.
cloud storage services are facing many challenges including
data security and data access control. To solve those problems.
attribute-based encryption (ABE) schemes [2-4] have been
apphed to cloud storage services. Sahai and Waters [1] first
propused ABE scheme named (uzzy identity-based encryption
which 1s derived from identity-based encryption (IBE) [4]. As
a new proposed cryptographic primitive, ABE scheme not
only has the advantage of IBE scheme, but also provides the
charactenstic of “on e-to-m an v™ encryption . Presently, ABE
mainhy includes two categories called ciphertext -policy ABL:
(CPABLE) and key-policy ABE (KP-ABE) [4] In CP-ABLE.

ciphertexts are assoctated with access policies and user’s

om

private keys are associated with attribute sets. A user can
decrypt the ciphertext if his attributes satisfy the access policy
embedded in the ciphertext. It is contrary in KPABE. CP-ABE
is more suitable for the outsourcing data architecture than KP-
ABE because the access policy is defined by the data owners.
In this article, we present an cfficient CP-ABE with user
revocation ability.

1. RELATED WORK

Boldyreva et al [6] presented an IBE scheme with efficient
revocation, which is also suitable for KP-ABE. Nevertheless,
it is not clear whether their scheme is suitable for CP-ABE.
Although ABE has shown its merits, user revocation and
attribute revocation arc the primary concerns. The revocation
problem is even more difficult peculiarly in CP-ABE schemes,
because each attribute is shared by many users. This means
that revocation for any attribute or any single user may affect
the other users in the system. Recently, some work [6] has
been proposed to solve this problem in efficient ways.
Boldyreva et al. [6] presented an IBE scheme with efficient
revocation, which is also suitable for KP-ABE. Nevertheless,
it is not clear whether their scheme is suitable for CP-ABE.
Yu et al. [7] provided an attribute based data sharing scheme
with attribute revocation ability. This scheme was proved to
be secure against chosen plaintext attacks (CPA) based on
DBDH assumption. However, the length of ciphertext and
user’s private key are proportional to the number of attributes
in the attribute universe. In the key generation, encryption and
decryption stages, computation involves all attributes in the
attribute universe. Yu [7] provided an attribute based data
sharing scheme with attribute revocation ability. This scheme
was proved to be secure against chosen plaintext attacks
(CPA) based on DBDH assumption. However, the length of
cipher text and user’s private key are proportional to the
number of attributes in the attribute universe. Yu [7] designed
a KP-ABE scheme with tine-grained data access control. This
scheme requires that the root node in the access tree is an
AND gate and one child is a lcaf node which is associated
with the dummy attribute.

In the existing scheme, when a user leaves from a user group,
the group manager only revokes his group secret key which
implies that the user’s private key associated with attributes is
still valid. It someone in the group intentionally exposes the
group secret key to the revoked user. he can perform
decryption operations through his private key. To clarify this
attack, a concrete instance is given. Assume that the data is
encrypted under the policy “professor AND cryptography”
and the group public key. Suppose that there are two users:
userland user2 whose private keys are associated with the
atribute sets {male, professor, cryptography} and jmale.
student, cryptography} respectively. If both of them are in the
group and hold the group secret key. then userlcan decrvpt the
data but user2can’t. When userlis revoked trom the group. he
can’t deerypt alone because he does not have the updated
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Abstract

Todav, 1 the current era, there is ot need high speed
of data transfer But the samne time demand of the data s
increasing almost double every vea To get cope up with
the need we have something better thaa the tadiv requency
waves. So hiere is the new upcoming technology known as
LIFI. The name LIFI implies Light Fidelity. Lifi uses light
critting diodes (LEDs) for data transmission whicl comes
under a wireless optical networking techuology. Conmnnuni-
cation medium for the Li-Fiis light. T uses the only white
LoD light for connnunication. ln LIFL the data s trans-
fer at the speed of hght. As we know the speed of light is
200792455 /s, LiFias related o visthle Tight commuuni-
cation (VLC) offers lots ol speeilic henelits, and operative
chicidations to the many problems of wireless connnunica-
ton. The current paper sunmmarizes the rescarch that the
clleet of the distances on the connmuication, where in pre-
sented paper we lave implemented the datac transunssion
aeing i o audio and text datie where the speed ol the

it transnaission s at lgh speed s A che Titiee prospects
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Detection and Prevention of Gray Hole Attack
by Using Reputation System in MANET

Aishwarya Kundur, Chaitah Parhate, Mrunali Chopade, Sapna Rayou, Umesh [alware, Jubber Nadal

Department of Computer, Zeal College of Engineering & Research, Narhe, Pune, India

WBSTRACT: A mobile ad hoe network (MANET) is a persistently self-arranging, infrastructurc-less networkof
mobile devices connected remotely. Each deviee ina MANET 1s allowed to moveindependently in any path, and will
theretore change its hinks to other devices frequently. Each must forward traffic irrelevant to its own utilization, and
therefore be a router. Theessential test in building & MANET is preparing every device to continuously maintain
theinformation required to appropriately route (raffic. While mobile ad hoe networks havebecome a mature globally
adopted technology duce to its wide range ol applications. Suchenvironment has some basic differences i comparison
(0 wired networks. Due to theselitle differences the MANETSs are more prone to interception and manipulation. This
furtheropens possibilitics of insceure routing. For the cfficient and conveyance of informationCRCMD&R (Cluster and
Reputation based cooperative malicious node Detection and Removal)strategy is proposed in this paper. CRCMD&R
proposes arranging the MANET into various clusters and every node in the network has a particular prime number
whichacts as Node Identity. CRCMD&R utilizes Legitimacy value table and Reputation level tablemanaged by every
node in the network to select and use a safe route between a source anddestinations. The cornerstones of our work are¢
the various metrics which can be furthercaleulated by the values collected n Legitimacy value table and Reputation
level table Depending upon these metrics the cluster head nodes exclude or include the nodes fromthe discovered route
and select the most reliable route to @ specific destination. Contribution work is sending message in encrypted format
for data security.

KEYWORDS: Mobile Ad-Hoc Networks, Black Hole, Grayllole Attack. Warm-lfole Attack.Denial-of-Service, Prime
Number. Cluster, Sccurity, Routing, Wircless Network, Packet Drop

. INTRODUCTION

Mobile Ad hoe Networks (MANLETS) comprised ol autonomous and self-organizing mobile computing devices which
do not have a fixed infrastructure but rather they use Adhoe routing protocols for data transmission and reception. The
extsting routing protocols are more susceptible to malicious nodes These malicious nodes may some drops or corrupt
the packets from the list of packets instead of forwarding them properly. This type of malicious nodes called packet
dropping attack. Some of the other routing attacks like black-hole attack, Gray-hole attack and warm-hole attacks. The
Gray Hole Attack is the major risks in the Ad Hoe Network as an attacker makes flty route by responding fake
petwork information to the information source, and intercepts data through faulty route they made. T this project, an
Ad Hoe Network is 1o be constructed, and analyze the results from the simulation of the Black and Gray Hole Attack.

Ad hoe on demand distance veetor (AODV) is an 1P reactive routing protocol which 13 optimized  for
MANETSs and it can also be used for other wireless ad-hoe networks. Nodes i network cannot pet form route discovery
or maintenance functions tsell: This problem s resolved by using AODV as it computes the routing distance from
sending node to receiving node at preset mtervals

Packet Toss happens when at least one ol the packets of data travelling across @ mobile ad hoe networkfail to
reach their destination. Packet Toss 1 communly caused by network congestion. Packet loss 1 estimated as a pereentage
of packets lost with respeet o packets sent

The Transmission Control Protocol (TCP) identifies packet loss and performs re-lransmissionsto guarantee
reliable message transformation. Packet loss in @ TCP connection is further used 1o tolerate congestionand hence
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ABSTRACT:

The new worldview of outsourcing information to the cloud is a twofold edged sword. On one side, it
arranges for information proprietors firom the specialized administration, and is less demanding for the
information proprietors to share their information with expected beneficiaries when information are put
away in the cloud. On the opposite side, it realizes new difficulties about security and security insurance.
To secure information classification against the legit yet inquisitive cloud specialist organization, various
works have been proposed to help fine-grained information get to control. Nonetheless, till now, no
effective plans can give the situation of fine-grained get to control together with the limit of time-delicate
information distributing. In this paper, by implanting the system of planned discharge encryption into CP-
ABE (Cipher-text- Strategy Attribute-based LEncryption), we propose TAFC: another time and quality
components consolidated access control on time sensitive information put away in cloud. Broad security
and execution investigation demonstrates that our proposed plot is exceptionally effective and fulfills the
security necessities for time-delicate information stockpiling out in the open cloud. The proposed plot
includes the accompanying accomplishments: 1) the key escrow issue could be unraveled by without
escrow key issuing convention, which is developed utilizing the protected two-party calculation between
the key age focus and the information putting away focus, what's more, 2) fine-grained client disavowal
per each characteristic should be possible as a substitute encryption which exploits the particular quality
gathering key dispersion over the ABE. The execution and security investigations show that the proposed
conspire is proficient to safely deal with the information appropriated in the information sharing
Sramework.

KEYWORDS: Cloud Storage, Access control, Time-sensitive data, Fine granularity. Data sharing,
attribute-based encryption, revocation, access control, removing escrow.
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Abstract— Presently, educational institutions compile and store huge volumes of data, such as student enrolment and
attendance records, as well as their examination results. Mining such data yields stimulating information that serves its
handlers well. Rapid growth in educational data points to the fact that distilling massive amounts of data requires a more
sophisticated set of algorithms. This issue led to the emergence ol the field of educational data mining (EDM). Traditional
data mining algorithms cannot be directly applied to cducational problems, as they may have a specific objective and
function. This implies that a preprocessing algorithm has to be enforced first and only then some specific data mining
methods can be applied to the problems. One such preprocessing algorithm in EDM is clustering. Many studies on EDM
have focused on the application of various data mining algorithms to educational attributes. In this paper, to view the
privacy issues related to data mining from a wider perspective and investigate various approaches that can help to protect
sensitive information. In particular, we identify four different types of users involved in data mining applications, namely,
data provider, data collector, data miner, and decision maker. For each type of user, we discuss his privacy concerns and
the methods that can be adopted to protect sensitive information. We briefly introduce the basics of related research
topics, review state-of-the-art approaches, and present some preliminary thoughts on future research directions. Besides
exploring the privacy-preserving approaches for each type of user.

IndexTerms— Data mining, clustering methods, educational technology, systematic review.

[. INTRODUCTION

EDM as an cmerging discipline, concerned with developing methods for exploring the unique types of data that come from
educational settings. and using those methods to better understand students its aim is to develop models to improve learning
experience and institutional effectiveness. While DM. also referred to as Knowledge Discovery in Databases (KDDs), It refers to
collecting similar objects together to form a group or cluster. Each cluster contains objects that are similar to each other but
dissimilar to the objects of other groups. An educational institution environment broadly involves three types of actors namely
teacher, student and the environment. Interaction between these three actors generates voluminous data that can systematically be
clustered to mine invaluable information.

Data clustering enables academicians to predict student performance, associate learning styles of difterent learner types and
their behaviors and collectively improve upon institutional performance. Various methods have been proposed, applied and tested
in the field of EDM. It is argued that these generic methods or algorithms are not suitable to be applied to this emerging
discipline. It is proposed that EDM methods must be different from the standard DM methods due to the hierarchical and non-
independent nature of educational data [5]. Educational institutions are increasingly being held accountable for the academic
success of their students [4]. Notable rescarch in student retention and attrition rates has been conducted by Luan [1]. For
instance, Lin [9] applied predictive modeling technique to enhance student retention efforts.

The e-commerce websites use recommender systems (o collect user browsing data to recommend similar products. There
have been efforts to apply the same strategy in the educational information system. One such successful system is the degree
Compass

Data mining has attracted more and more attention in recent years, probably because of the popularity of the “big data”
concept. Data mining is the process of discovering interesting patterns and knowledge from large amounts of data [6]. As a highly
application-driven discipline, data mining has been suceessfully applicd to many domains, such as business intelligence, Web
search, scienufic discovery, digital libraries, cte.

The term “data miming” 1s often treated as a synonym lor another term “knowledge discovery trom data" (KDD) which
highlights the goal of the mming process. [ 10]

I EDUCATIONAL DATA AND CLUSTERING METHOD

EDC s based on data mimmyg techniques and algorithms and s aimed at exploring educational data to find predictions and
patterns - data that characterize learners' behavior. The system has clustered varous research works that have been conducted
exclusively withm educational attributes related o clustermg algorithms. The system will now provide a detailed analysis on
various aspects of educational attribute collated with the application of clustering algorithms to help improve the education
system
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Cloud Storage
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ABSTRACT: ccently data reduction or trimming has become more and more important in cloud storage systems due
{0 the explosive growth of digital data in the world that has ushered in the big data cra. One of the main challenges
facing large-scale data reduction or trimming is how to maximally detect and climinate redundancy at very low
overheads, We design DARE. a low-overhead deduplication-aware resemblance detection and elimination scheme that
elfectively exploits existing duplicate-adjacency information for highly efficient resemblance detection in data
deduplication based backup/archiving storage systems. The main idea behind DARE is Duplicate-Adjacency based
Resemblance Detection (DupAdj). by considering any two data chunks to be similar (i.c.. candidates for delta
compression) il their respective adjacent data chunks arc duplicate in a deduplication system, and then turther enhance
the resemblance detection cfficiency by an improved super-leature approach. In cxisting system Deduplication
technique is used only in-house computer, in our proposed system you can use DARE Deduplication technique in cloud
storage also and you can perform DARE Deduplication technique on encrypted data. Our experimental results based on
real-world and synthetic backup datascts show that DARL only consumes about 174 and 1/2 respectively ol the
computation and indexing overheads required by the traditional super-feature approaches while detecting 2-10 pereent
more redundancy and achieving a higher throughput.

KEYWORDs: Data deduplication. Delta compression. Storage system. Index structure. Performance evaluation, Multi

cloud. File fragmentation.

. INTRODUCTION

1L amount of digital datais growing explosively. as ey idenced in part by an estimated amount ol about 1.2 zeuabyles
and 1.8 zettabytes respectively of data produced in 3010 and 2011. As a result of this ~data deluge”™. managing storage
and reducing its costs have hecome one of the most challenging and important tasks in mass storage systems.
According to a recent 1DC study [3]. almost 80 pereent of corporations surveyed indicated that they were exploring
data deduplication technologies in their storage systems to increase storage clficiency. Data deduplication is an
efficient data reduction approach that not only reduces storage space by eliminating duplicate data but also minimizes
the transmission ol redundant data in low-bandwidth network environments In general. a chunk-level data
deduplication scheme splits data blocks of a data stream (€.£.. backup files. databases. and virtual machine images) into
multiple data chunks that are each uniquely identified and duplicate-detected by a secure SHA-1 or M3 hash signature
(also called a fingerprint). Storage systems then remove duplicates of data chunks and store only one copy of them to
achieve the goal of space savings. While data deduplication has been widely deployed in storage systems for space
savings, the fingerprint-based deduplication approaches have an inherent drawback: they often fail to detect the similai

chunks that are largely identical except tor a few modified bvtes. because their secure hash digest will be totall
difterent even only one byte ofa data chunk was changed. It becomes a big challenge when applyving data deduplication
{0 storage datasets and workloads that have frequentls modified data. which demands an cffective and cfficient way o
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Abstract: IR acts with illustration, storage, organization and
access to data things. The data would like is expressed by the user
as a question. Documents that sausfy the user's questions are
ajore said to be relevant. The documents that aren't involved with
user’s question arc ajore said to be irrelevant. dssociate degrec
IR engine uses the question o classifv ihe documents during an
assortment. returning to the user a set of documents that satisfy
bound classification criteria. There are repositories containing
giant_amounts of unstructured type of text information. Many
search cngines are gift that access these repositories. Not like
such search engines, the task of accidental data retrieval Is,
finding documents among a corpus that are relevant to the user
Tvpically the relevant documents might not contain the required
Lven term asn't - yift within the
document. the document is also relevant, as quite one terms will
be semantically similar though they're lexicographically totally
different. In our  project Semantic — primarily  based
mathemaiician data Retrieval™ (SBIR) is emploved to retrieve the
documeits  with - semantically  similar  terms.  Primarilv  this
algorithmic  program improves the essential “Boolean data
Retrieval " (BIR) by up its recall and preciseness. The documents
within the corpus ought to be pre-processed so keep in info like
VIWSOL  from wherever the documents associated with users’
question are retrieved. Users' question could be a short term.
Thercfore victimisation SBIR algorithmic program variety of
relevant documents retrieved from info is a lot of as compared (o
straightforward BIR algorithmic program.

hevword supposing, e

Keywords: - Information  Retrieval, Semantic
Stemming Algorithm, Boolean Information Retrieval,

WordNet,

I. INTRODUCTION

Abundant info associated with numerous fields is offered on-line
now-a-days. which might be utilized by users additionally as
computers, nonetheless we tend to face difficulties because of
selection and quantity of information obtainable. one in all the
core issues faced by search engines is to search out out whether
or not a bit of knowledge has relevancy to user or not. There area
unit numerous different issues concerned like, users typically use
queries that doesn’t entirely describe their wants, or queries while
not kevwords, or ambiguous queries. In most of the present
systems.  solely those documents that match the question
lexicographically area unit retrieved. However il a document
doesn’t contain the word gift in user’s question, that doesn’t mean
that. that document is orthogonal to user. There arca unit three
basic models of IR, vector IR, Boolean IR, and probabilistic IR.
Our project history 1s bothered with “Boolean info retrieval™. as
our planned system is its increased version. BIR is most gencerally
used IR model, and is tried to be cconomical. In our system
associate increased version of BIR s planned. BIR is already an
cllicient. ecconomical and wide used IR model However untl
currently. addinonal stress was given on solely lexicographically
stimilar words. In our system lexicographically addiionally as
semantically smilar documents to the users question arca unit
retrieved. thus the algorithmic rule s called as “Semantic
mathematician info Retrieval system™ (SBIR).Many a times it
happens that, the documents satisty the user’s question, however

JE5e.COmm

keywords entered by user area unit absent within the documents
Here mistreatment SBIR, linguistics scarch is performed that
helps to retrieve such documents. The most purpose of our project
retrieve the documents  that cach  semantically  and
lexicographically satisfies the user's question. In Section a pair
ol deseribes previous add mathematicran info model and in info
retrieval mistreatment WordNet: Section three defines the task of
planned work, its framework and algorithmic rule alongside the
steps used. Scction four contains the analysis. Finally, the
conclusion and future work is given in Section 5.

Is 1o

I RELATED WORK

Boolcan Queries are common in professional scarch due to
historic and technical reasons. Commercial IR systems use
Boolean Queries to decide whether a document is relevant or not
The significance of Boolean Information Retrieval (BIR) has been
revealed in many retrieval systems because of its simplicity [9]
The number of studies over the years has shown that Keyword
Querics are often significantly more effective [6]. However,
Boolean Querics are  self-descriptive helps professionals to
precisely define their needs. WordNet gives us semantically
similar words. In most cases morphological variants of words
have similar semantic interpretations and can be considered as
equivalent for the purpose of IR applications [1]. Stemming is a
process of reducing words to its root or base form. Removing
sulfixes 1s an important process in the field of IR. The Porter
Stemmer is a context-sensitive suffix removal algorithm [1].
WordNet is also used for Document Expansion over the
documents having minimal textual information.

[1] E. George Dharma Prakash Raj And R. Thamarai Selvi “An
Approach to Improve Precision and Recall for Ad-hoc
Information Retrieval using SBIR Algorithm™, March 2014.
Information Retrieval is a process of finding the documents in a
collection based on a specific topic. The information need is
expressed by the user as a query. Documents that satisty the given
query in the judgment of the user are said to be relevant. The
documents that are not of the given topic are said to be non-
relevant. An IR engine may use the query to classify the
documents in a collection, returning to the user a subset of
documents that satisty some classification criterion. There arc
several search engines to find information in the given
repositories containing large amounts of unstructured form of text
data.

[3] Decepika Sharma, “Stemming Algorithms: A Comparative
Study and their Analysis™, 2012,

Stemming is an approach used to reduce a word to its stem or root
form and is used widely in information retrieval tasks to increase
the recall rate and give us most relevant results. There are numbei
ol ways o perform stemming ranging trom manual to automatic
methods. from language specific 1o language independent each
having 1ts own advantage over the other. This paper represents a
comparative study ol various available stemming alternatives
widely used o enhance the effectiveness and  efficiency of
informanon retrieval.

[4] Youngho Kim yhkim, Jangwon Sco, W. Bruce Croft
Auwomatic Boolean Query Suggestion for Professional Scarch.
2011
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PRI OIS 1] QI IO p2ropricior sitiualtion. and gap the clicnts
the PHR frameswork into different security spaces that
crrrlv lessens thhe key adniinistrarion mianyv-sided quality
sor frowuscliolders and clienrs. A hiigh level of patient protection
iy sccured wir consistent tire Oy omiisusing  multi-specialist
rigcrprint Awurhenticarion.  Qur  subject ro  boot allows
dirnwinie alteration of access approaches o record  traits
wlsrer pracrical on-request client/characteristic
swnncement  and  brealk-glass  access  widernceath  crisis
curnistances. lnrensive logical and trial comes about region
it eve that demonstrate thie frealth, guality: and productivity

€ > ) ot arranged topic

Keywords: - electronic healtlt record (EFMR), personal health
record (PIIR), cloud based [file management, clinical
doctenmient archirecture (CDA), miearningful use (MU).

LLINTRODUCTION

As  characterized by the Oflice of the National
Organizer for Health Informaton Technology (ONC), the
signiticant utihize [ 1] of electronic wellbeing record can protit
clinical organizatons as well as the overall population from
various perspectives — the progress trom clinician focused to
quict ftocused. On account of the interoperable clectronic
wellbeing (IZ111R) tramework-—agrecable to the
mmportant utilize criteria; taking control ot our own medicinal
record s never again a mmpracucal reasoning.
Notwithstanding. genuine just access Lo our possess EHIR has
constrained advantages since there 1s no real sway 1o report our
own o particalar wellbeing  condition amid  specialist visits
Unrecorded indrvidual medicinal informaton. for example.

record

Clowc

[ Systcr

Shailendra NMenge 'Prot. Aparna Mote

v and Rescearch, Narlie, Pune

f Fnsineert

restorative occasion

obscrvable manifestations. current me
(¢ ¢ substantial harm). and so forth might be disregarded
cltectively and not be imparted to chimecians, which brings
about ~,zcrﬁnnu illness later on. Once a patient s determined to
malady. he or on the other hand she nceds to
cxperience Jt}l;”l/lllg method to cure the malady. In the
United States. around 100,000 patients kicked the bucket cach
vear and more than 1.5 milhion arc influenced duc to the
;hmxlpcullg mistakes.  This  substantial  number can  be
essentially  diminished by drawing in data imnovation in
sharing I’hcl';lpcu(nc intormation (c.g. individual medicinal
history what's mor: supporting recports, therapcutic
treatment) For this reason, there have been developing
interests  in the outline and advancement of proper PHR

have a

Irameworks [2. 3.4

In this way. we propose an indhividual wellbeing record (PHIR)
framework that cnables a person to screen and offer the
information ith the clinicians Regarding the 1mportant
utilize. both EHR and PHR must be interopecrable with each
other by means of the consistence to all material restorative
norms. ftor cxample, ICD-9-CM, SNOMED CT. LOIN
furthermore, HHL7. Our paper is sorted out as takes after:
segment 2 examines about the foundation of electronic
wellbeing record. In Area 3 clinical report design is presented
what’s more, clarificd. Arca 4 presents individual wellbeing
record framework model and arca 5 finishes up our talk.

II. RELATED WORK

Ycong-tac Song, Sungchul Hong,[2] Jinie Pak have chipped

away at "Engaging Patients utilizing cloud based individual

wellbeing record framework", proposed an individual

wellbeing record system(PHRS) that is to selt-screen and

individual wellbeing. Not at all like clinical

establishment  focuscd  electronic wellbeing record, whole

restorative information is overseen and controlled by person —
paticnts or their gatekeepers. The PHRs are helptul at home

care, nursing home, or private mind office where consistent

checking and control are required. They have utilized portable
application to gather therapeutic information and put away in
HL7 CDA arrange lor interoperability. The cloud based
storchouse might be imparted o the clinicians when required

The proposced PHR fultills critical properties, for example.
openness  and  accessibility.  dependability,  sccrecy.  also.
unwavering quality. The PHRS planned to manutacture long
haul individual medicinal history.

Roopali and raj Kumari[3], hev chipped away at "An
Ltlicient Data Offloading to cloud Mechanism  For Smart
Lealth Care Sensors', The proposed demonstrate scparates the
paticnt informaton based on the criticalne or criticality of
the mtormation. It totals the ordinary information and offloads
it o the cloud contmuously. Collection helps in lessening
activity on the system as the ordinary information of all the
typical patients in the system is sent through a solitary parcel.

control
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Authority Identification Using Keystroke

Shreenand Sadanand Tamhankar, Sanket Gulabrao Jambhulkar, Aniket Nuriya Rathod , Prajakta Anant

Shelar . Aniket Gautam Gaikwad, Prof. G.S.Kothawale, R.T.Waghmode

Department of Compulter, Zeal College of Engincering and Research, Pune, Maharashtra, India

ABSTRACT: This paper worked of choosing a correct input for performing keystroke Dynamics authentication.The
pulse dynamics is the study to identify / authenticate a person based on their typing rhythms, which are inferred from
key press events such as key press and key release. In this document we address the question. In this system we will
work on alphabetic character with entering sentences that are generated by system and get the speed by keystroke
dynamics.1f user 1s performing typing speed according to his stored speed that he will access the system Or his
account.Proposed system will work for user authentication for his data.

KEYWORDS: Featureextraction,keystroke dynamic, Random Number.
LINTRODUCTION

Keystroke authentication can be classified as either static or continuous. The first refers to keystroke analysis
performed only at specific times, for example during a loginprocess. while the analysis of the typing rhythm is
performed continuously during a whole session when the latter is applied, thus providing a tool to also detect user
substitutionafter a successful login. The effectiveness of keystroke dynamics as an authentication characteristic for
traditional computer keyboards has been deeply investigated. In modern times all the information is stored and shared
using computers or mobile devices. With increased use of mobile devices the risk of theft of sensitive data has also
increased. To protect data we use password but these passwords can be casily cracked by the hackers. For better
security. measures like finger scan, retina scan etc. are used which are a form of physical biometric. But these measures
are very costly to implement. Keystroke dynamics is a behavioral biometric method which identifies the user on the
basis of his/her typing pattern . This system works by extracting features from the collected data. Then a classifier is
used to build up the user profile. The same process is repeated while testing and if the profile matches the one in the
databascThe user 1s authenticated otherwise not. The deployment of keystroke dynamics for authentication does not
include any extra cost as you just require a keyboard for typing which is an integral part ol computer system. There are
two types of authentication in keystroke dynamics: fixed text and free text. In fixed text the input textis predefined and
the user has totype the same text during enrolment and authentication time. In free text the user is free to type any text
according to his liking during cnrolment and authentication time, thus climinating the need to remember passwords.

1. REVIEW OF LITERATURE

[1]This paper introduces a novel approach for free-text keystroke dynamics authentication which incorporates the use
of the keyboard's key-layout. The method extracts timing features from specific key-pairs. The Euclidean distance is
then utilized to find the level of similarity between a user's profile data and his/her test data. The results obtained from
this method are reasonable for free-text authentication while maintaining the maximum level of user relaxation.
Morcover. 1t has been proven in this study that flight ime yields better authentication results when compared with
dwell tme[ 1].

(2] This paper provide a basic background of the psychological basis behind the use of keystroke dynamics. We also
discuss the data acquisition methods. approaches and the performance of the methods used by researchers on standard
computer keyboards also find use and acceptance of this biometric could be increased by development of standardized
databases. assignment of nomenclature for features, development of common data interchange formats, establishment
ol protocols for evaluating methods. and resolution of privacy issues[2].

Copyvright to DIRCCTE DOI: 10, 13680/ JIRCCE.2018.0605018 3203
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Survey on Use of Crowd sourced User Preferences
for Visual Summarization of Image Collection

'Rupali Tanaji Waghmode,” Prajakta Subhash Shinde
'Assistant professor,’ Assistant professor
Computer Departiment

Zeal College of Engineerig, Pune.India

Abstract—We present an algorithm for sclecting suitable images lor inclusion in visual summaries. This technique is
designed on the basis of insights regarding how human perform visual summarization. For this purpose we use Amazon
Mechanical Turk online Crowdsourcing Service. This algorithm use content and context of images, image sentiments,
aesthetic features. We present a new solution based on text summarization and machine translation. We utilize pair wise
ranking algorithm Rank.SVDM for better performance. The studies conducted on a collection of geo-referenced Flickr
image collections demonstrate the importance of our image selection approach.

IndexTerms— Crowdsourcing, aesthetic features, user-informed image selection

I. INTRODUCTION

Quick growth of social networking and content sharing websites has given rise to amount of digital data. There is need of powertul
mechanism for representation, summarization, analysis and abstraction of data for more efficient browsing and retrieval. Summarization
technigue gives a concise representation of multimedia data document or data collection. Based on requirement summaries may consist of text.
images. and video segments. In this paper we concentrate on visual summaries. Visual summaries contribute to abstract a video, set of videos.
an image collection. video segments. Existing techniques of visual summarization have been guided by representativeness, relevance, diversity
of mformation mcluded i summary. Exact information on how humans perform visual summarization has rarely been considered while
developmg summarization technique. The insights obtained are insufticient to provide guide-lines for developing a strong visual summarization
technique. There is a necessity of the specific criteria reflecting the user's pereeption of the summarization quality must be 1dentified and
applied to guide the summarization algorithm. We can say that this summarization algorithm should be created in such a way that user can easily
understand it, and after that it will be successful. We use generation visual summaries of geographical places as trial use case to show the
potency of. the proposed user-informed picture selection concept. The paper makes the following benefits:

e This paper present a new approuach based on how humans sclect images for visual summaries, which was collected with a large-
scale crowd sourcing study. as the basis for a novel method for automatically selecting images for visual summarization.

1. RELATED WORK

Summarizing Tourist Data Using Bidirectional Similarity

In [6] We present a new technique to summarization of visual information such as images or video based on similarity measure. This
technique depends on optimization of similarity measure. Visual data can be images, videos, etc. Summary should capture essence of input data.
It should not produce new visual artitacts. Bidirectional similarity measure satistics both the properties. Two signals are measured as visually
similar onlv it all the patches of st image are present i 2nd image and viee versa. We can use this methods for solving more problems like
synthests and completion of visual data. image collage, reshultling of unages and many more.

Generating diverse and representative search resulis for landmarks

In [9] we conjecture tag data and images explicit and implicit metadata, image analysis to extract meaningful teatures from community-
contributed datasets such as Flickr. We use tags r.e. text information assoctated with images by users and location metadata to detect tags and
location that represent landmark or geographie features. We perform clustering on the landmark images into visually similar groups by using
vartous image processing methods, as well as generate links between those images that contaimn the same visual objects. Based on the clustering
and on the generated link structure, we dently canomical views, as well as select the top representative images lor each such view.
Stmmarizing tourist destinations by mining uu'l'-gum'l'ulc'(/ /I‘m'u/ugu('.\ and photos

[0 [T we represent asstructure of sumimarizing wourist destinations by feveraging the rich textual and visual information in large amount ot
aser-generated travelogues and photos on the Web The structure {irst discovers location representative tags from travelogues and then selects
celevant and representative photos 1o visuahze these tags. The learnt tags and selected photos are finally arranged appropriately to provide an

mlormatve summary. which desenibes a given destination both textually and visually. Experimental results based on a large collection of
travelogues and photos shows the potency ot destination summarization approach.
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| Concept of VAG
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- Abstroct— I power system distribution sector is very important section as per profection purpase. Becawse mavimum faults
e are occurved at distribution bevel because human mistake as well av environmental condition. Protection of Distribution
transformers is very important role in power system. The distribution networks throughout the world of modern power
systems. In this invention, the fault-current-limiting capability is enabled in power transformers by accepting the theory of
virtwal-air-gap (VAG) in electromagnetics. The concept of VAG is nothing but the saturate a certaim portion of the magnetic
core to change the reluctance of magnetic loops. VAG is not an actual air gap but a saturnted portion of the magnetic core,
which restricts the magnetic Mux to follow through it In distribution transformers, eleciric power i transferred befween
eleciric windings through the magnetic core interface. By changing the de curvent, the redistribution of magnetic flux and
isalation between the electric windings can be achieved. The power rating of the power clectrenics drive in VAL can be
much smaller than the poswer rating of power transformers, which woubd greaily reduce the cosi of device.

. L INTROMIC Ton

In power system number of section are divided such as generation. transmission, distribution. In that we study about the
distribution system. In distribution system we use number of equipment For distribuse the electrc power. Bug in that ransformer is
Yery impirant component of distribution sysiem, This distribution transformer is used 1o siep down the voliage of power sesiem
The vebags i step up W application mting. Whenever transformer is not ive in circuil then we can’t able 1o step down the
distribution voltage. In case shon circuit fault oceurs on distribution system then very high amount of current is flowing through
thw transformer, Fo redoce the Bigh quanists of cumment through pawer syshem we use reactor in series with the fouliv section. B
i Thas imethod e losses ocours o the time of Gaslt in reacior W b, 1o aveoid this bosses we use one method e, VAG method.

What is VAL method? The VAG method is nathing bvist virual Ase Gap method. In this method we areste virtoal air gap in core
of transformer. This not a actual air gap its only magnetic saturabed portion of core, In this method we Bse relation hetween Lnerenl
and Mus, The relation s directly proportional. As current increases then flux also increases and vice-versa, So we produces constant
fux in core against main flux. Because of this operation constant flus will oppose w main flus and magnitede of seoondan or load
side curngnd will decreases. Inthis method we use number of component for the protection of trans former. Liged below and shown
in block dingram.

Il. Block DHagram

b

Fig (B): Block Diagram

LSORTADROOE | Intemationa




International Research Journal of Engineering and Technology (IRJET)  e-I155N: 2395-0056

www el et

p-1558: 2395-0072

Protection of Distribution Transformer By Using Variable Reluctance
Method
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Abstrack Deseribution transformers are the widely 2. CALCULATION
mstdtled and sost comrmony applied power device in
153 1 netwarks throughout the world A NOMENCLATURE
it e In this invention, the faili-current
fl; Iy is abied in power ransformers in irent | i
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much smaller than the power rating of pow ol |
which would greatly reduce ot off de N:: Secondary no. of turms
Key Words: Virtual airgap, faalt, transformer, Aux Iz Current in primary winding in Amp

1. INTRODUCTION

Now a day's imponance of electncit

we tieed o distnibute elecin 3
for distribution of electricity. But
ery Im Tparrtant
yhon sysbem will be
oltecton of transiormmer

distribution transiormer
protection of distribu
Because when
harmful for human life. That's why pr

very imporiant

Than ransiorm 5 ALS0 Very

faull occur on distribut

v provide protection dist
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el to produ

ciple red

site flux to main Aux because of this
ireases and reluctance s
proportignal to the Aux and Aux is directly
proportional to the current As a flux decreases current

o
uctance of Core

1;: Current in Secondary winding in Amp
I diameter of conducton

H: height of winding in m

P maximum fux in weber
Area of ¢ onductor in mm?

B. SPECIFICATION

M

Q: 300 VA

K:0.59
Bz 1 mwh

D: 3.3 amp/mm?
€. CALCULATIONS OF TRANSFOMER DESIGNING:
1)

EMF/TURN
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HGH STEP-UP CONVERTER VOLTAGE
. TAGE MUL
MODULE FOR PHOTOVOLTAIC SYSTEM
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LUOER Pung, i

protracis the lifetime of the information source. Subsequently,

are lessened, and vimsequently the proficiency will be moved Torward, Indeed the low woltage strvich makes fhe lw

voltage-evaluated MOSFETs be embraced for diminishments of consduction misfartames amd rot. The
! propaved coeewe
planned with V0% input voltage, 98.5-Y yield. The most astounding eMectiveness is 97,1%,

File Terms—Baosi—Nyback

substantial voltage spikes over the fandaomental s icbes

heywords: Boost Myback converter, voltage multiplier module, High step-up, phatevaltaie svstonn

Intraductian

e 1o the Targe use of conventional sotrves for electricity peodiction has prodced a st onyirormentsl harards This has
given fise 1 the use of renéwable cowengsy sources such as wind sobie and ndal energy . Amaong this splar enongy and wind emergs

mre ysed on o large scule. The vollage owpul give by these remcwible encigy sources ks very bow tas & bgh do-de step-up
pomvEerier ang extensively wsed in these renewable energy sources. Phatovoltaic sysiem is gaining o large imporiance in prodecing
chectricity in recent vears, I tes system light cRergy 18 converted (mo ¢lectrical energy, This engTRy Gotput cin B oo ertd
high voltage using step up de-de eonwerer using grid by grid inverier or storge energy it bettery, A fypioal pholovolias: ywstem
that consisiz of 8 soler module. a high stepup converter, o charge-discharge controlier, @ battery set, anf an inverer. The high
glep-up converier performs imporiantly among the system becausg the system requires @ sufficiently high stepeup converuon

Lwerkiure review:

This %y siem helpy s use the rerewable crergy resourges losr our dan b sy Aesd o i"lnlriut} i thass redices ! b aimd ehiin
indirectly keeps the covironment clean. [his sy stem uses PIC TO0VRTTAL A voltage multiplier module is presentod in this systom
for converting the bow voltage output of renewable encigy sources in i high voltage level so that the encrgy cam be used for

|
proper Tuneiioning of the sguipments. [he s ouput resticted the e ol the remewuble soures this sysem gives vl arag: that
thie soasrees o e used a8 the outpet ce be converted inte high voliage level

PROPOSED SYSTEM

In this paper. o devinted interlenved bigh stride up converier that jinns the upsides of the previousty men ks converien i
pireqpivied, which eoaimolidated the hemelits of both, by the volage nllipheer mwnlube o the proposed sonverver, the fuem

proapeerticn of cougibed nduciirs can e itended o evpand vollage ok up, and 4 warbbage - Wik capacitor offers an sddviinmnal
wislbmge trans lorination prevportiod.
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Simulation of Rocket Cook-Stove Geometrical Aspect for its
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Abstract

The inefficient traditional three-stone fire cook stoves are used as benchmark for performance comparison in many of
developing countries for every improved cook stove. In order to improve energy security in developing countries many modern
cooking fuels and technologies are introduced. Even though there are geometrical parameters that can be considered to
improve the efficiency of these cook stoves, this paper focus its study based on the comparison of simulation results for its
height to predict its performance in terms of desired flow and heat distribution. This study will be useful for the manufacturing
of stove with modified height to get desired performance.

© 2017 Elsevier Ltd. All rights reserved.
Selection and/or Peer-review under responsibility of 7th International Conference of Materials Processing and Characterization.

Keywords: Rocket Cook Stove, CFD, simulation, and chimney.

Introduction: Biomass Cooking Stoves
1.1 Biomass Cooking:

It is estimated that about half the world's population more than 3 billion people cook over an open biomass fire.
This energy source is especially prevalent in rural areas of developing countries, where an estimated 90% of
households rely on biomass fuels for cooking [1]. Combustion of solid biomass fuel is especially prone to
incomplete combustion, often resulting in harmful emissions. These emissions, when combined with poor
ventilation.
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Abstract

The inefficient traditional three-stone fire cook stoves are used as benchmark for performance comparison in many of
developing countries for every improved cook stove. In order to improve energy security in developing countries many modern
cooking fuels and technologies are introduced. This paper reviews studies of such technologies studied by researchers for
performance improvement. Even though there are several factors that can be considered to improve the efficiency of these cook
stove, this paper highlights many geometrical design principles of the stoves in order to increase heat transfer efficiency and
reduce emissions. This study can be used as a basis of design for kinetic modeling and modification of existing cook stove
model for better performance.

© 2017 Elsevier Ltd. All rights reserved.
Selection and/or Peer-review under responsibility of 7th International Conference of Materials Processing and Characterization.

Keywords: Cook Stove, bio-mass, performance, efficiency, emission.
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Abstract

The present line concentrator system with constant concentration ration exhibits rise in temperature of working media, however if
the difference between outlet and inlet temperature of working media is large then they exhibit lower efficiency. Also the rate of
fall of efficiency with increase in s temperature difference is high. To overcome this problem it is proposed to have a variable
concentration ratio concentrator system. The variable concentration ratio is achieved by employing receiver consisting of the
pipes having different diameters; with the larger diameter pipe at start followed by small diameter receiver. The present paper
describes the theoretical analysis carried out for the newly proposed circular line concentrator with variable concentration ratio.
The results obtained from the theoretical analysis are verified experimentally.

In the present case a 3-CR receiver system offers better results as compared with single CR receiver system. The heat loss is a
function of receiver diameter and receiver temperature. With lower CR used for low temperature gives lower heat loss. As the
receiver temperature increases the losses go on increasing and a higher CR by offering lower heat transfer area keeps the losses at
optimum level. Thus it is recommended to use variable concentration ratio in case of situation where the difference between the
out let and inlet temperature of working fluid is high so as to obtain the higher efficiency.

© 2017 Elsevier Ltd. All rights reserved.
Selection and Peer-review under responsibility ofthe Committee Members of International Conference on Advancements in

Aeromechanical Materials for Manufacturing (ICAAMM-2016).
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Abstract. Fiber reinforced polymer (FRP) composites are widely use in aerospace, marine,
auto-mobile and civil engineering applications because of their high strength-to-weight and
stiffness-to-weight ratios, corrosion resistance and potentially high durability. The purpose of
this research is to experimentally investigate the mechanical and fracture properties of glass-
fiber reinforced polyester composite material, 450 g/m? randomly distributed glass-fiber mat
also known as woven strand mat with polyester resin as a matrix. The samples have been
produced by the conventional hand layup process and the specimens were prepared as per the
ASTM standards. The tensile test was performed on the composite specimens using Universal
testing machine (UTM) which are used for the finite element simulation of composite Layered
fracture model. The mechanical properties were evaluated from the stress vs. strain curve
obtained from the test result. Later, fracture tests were performed on the CT specimen. In
case of CT specimen the load vs. Displacement plot obtained from the experimental results was
used to determine the fracture properties of the composite. The failure load of CT specimen
using FEA is simulated which gives the Stress intensity factor by using FEA. Good agreement
between the FEA and experimental results was observed.

Keywords Fiber reinforced Polymer, Stress intensity Factor, FEA

1. Introduction
The modernization in material science and development of high strength to weight ratios
composite materials capture the eye of industrial, Medical, Defence and Space application.
Excessive use of composite leads to the research in the field of failure and fracture of composite
material

The Intra-laminar and Intra-Laminar Fractures are two basic failures found in laminated
composite material. If the crack is present in between two laminates of composite material that
failure is called as Inter-laminar failure, most commonly it is known De-lamination [1, 2, 3].
Intra-laminar fracture in Mode I is also known as trans-laminar fracture, Trans-laminar fracture
is characterized by a crack which passes through the laminates across fibers which has not been
addressed to a great degree. Extensive research was carried out to determine failure criterias
of inter-laminar fracture of FRP by using theoretical and experimental Techniques.For mode
I failure of inter-laminar composite, double-cantilever beam test [4, 5] is used and for mode
IT end-notched flexure test [6] while for mixed-mode bending test. The matrix cracking or a
crack apparently running parallel to fibers (Intra-laminar) through the thickness is also one of the

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY

of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOL.
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Abstract

The Analytic Hierarchy Process (AHP) method is used to prioritize plant assets according to their criticality. The Analytic
Hierarchy Process (AHP) method allows the decision makers to model the problem into hierarchical structure with relationship
between goal, objectives and alternatives. This paper describes an application of Analytic Hierarchy Process (AHP) applied for
identification of critical equipments of thermal power plant. For this AHP based analysis, four criterion are considered for
criticality analysis viz. Effect on failure of equipment on power generation, environment and safety, frequency of failure and
Maintenance Cost. The major equipments of thermal power plant have considered for this study viz. Turbine, Generator,
Induced Draft fan, Forced Draft Fan, Primary Air fan, Boiler feed pump, Cooling water pump, Condensate Extraction Pump, HT
motors of mills.

©2017 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of Conference Committee Members of Sth International Conference of Materials
Processing and Characterization (ICMPC 2016).

Keywords:Criticality anlysis, Analytic Hierarchy Process,Effect on power Generation,Environment and safety,Frequency of failure,Maintenance
Cost

1. Introduction

Thermal power is the largest source of power in India. About 65% of electricity consumed in India is generated by
thermal power plants. In order to make Thermal Power Plants (TPPs) economical, the maintenance functions should
be optimized by carefully selecting and planning the maintenance strategies that will address the maintenance needs
of the plant at the least cost. Identification of critical equipments from thermal power plant is major and important
step for defining maintenance strategy and making decisions. The earlier researchers have used Multi-Criteria
Decision Making methods for making decisions with multiple criterions. The Multi-Criteria Decision Making
methods helps to improve quality of decisions by making them more explicit, rational and efficient[1].The Multiple
criteria decision-making (MCDM) methods provides the best alternative under various criteria. The Multiple criteria
decision-making (MCDM) methods are Analytic Hierarchy Process (AHP), Technique of Order Preference by
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ABSTRACT: In remote sensor arrange messages are exchanged between different source and goal matches agreeably
such way that multi jump parcel transmission is utilized. These information bundles are exchanged from middle of the
road hub to sink hub by sending parcel to goal hubs. Where each hub over hear transmission close neighbor hub. To
dodge this we propose novel approach with proficient steering convention i.e. most brief way directing and conveyed
hub steering calculation. Proposed work additionally concentrates on Automatic Repeat Request and Deterministic
Network coding. We spread this work by end to end message encoding instrument. To upgrade hub security match
shrewd key era is utilized, in which combined conveying hub is allocated with combine key to make secure
correspondence. End to end. We dissect both single and numerous hubs and look at basic ARQ and deterministic
system coding as strategies for transmission.

KEYWORDS: SINR, Mesh Network, Sensor Deployment.
I INTRODUCTION

In multi jump remote system parcel transmission by safeguarding privacy of transitional hubs, with the goal that
information sent to a hub is not shared by some other hub. Additionally in which secrecy is a bit much, it might be not
secure to consider that hubs will dependably remain uncompromised. In remote system hubs information secret can be
seen as a security to stay away from a traded off hub from getting to data from other uncompromised hubs. In a multi
bounce organize, as information parcels are exchanged, middle of the road hubs get all or part of the information
bundle through straightforwardly transmission of system hub by means of multi jump arrange mold, while exchanging
classified messages. Proposed work alludes productive calculations for secret multiuser correspondence over multi
bounce remote systems. The metric we use to quantify the privacy is the shared data spillage rate to the transfer hubs,
i.e., the equivocationrate. We require this rate to be self-assertively little with high likelihood and force this in the asset
allotment issue by means of an extra limitation. We consider down to earth postpone necessities for every client, which
wipes out the likelihood of encoding over a discretionarily long piece.

1L LITERATURE SURVEY

This system proposed private and public channels to minimize the use of the (more expensive) private channel in terms
of required level of security. This work considers both single and multiple users and compares simple ARQ and
deterministic network coding as methods of transmission [1].This paper design secure communications of one source-
destination pair with the help of multiple cooperating intermediate nodes in the presence of one or more eavesdroppers.
Three Cooperative schemes are considered: decode-and-forward (DF), amplify-and-forward (AF), and cooperative
jamming (CJ). For these schemes, the relays transmit a weighted version of a re encoded noise-free message signal (for
DF), a received noisy source signal (for AF), or a common jamming signal (for CJ)[2].This paper considers secure
network coding with non uniform or restricted wiretap sets, for example, networks with unequal link capacities where a
wire tapper can wiretap any subset of links, or networks where only a subset of links can be wiretapped [3].The scheme
does not require eavesdropper CSI (only the statistical knowledge is assumed) and the secure throughput per node
increases as we add more legitimate users to the network in this setting. Finally, the effect of eavesdropper collusion on

Copyright to JIRCCE DOI: 10.15680/JIRCCE.2017. 0507011 12966
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KNN- A Machine Learning Approach to Recognize a Musical

Instrument
Sushen R. Gulhane Dr. Suresh D. Shirbahadurkar Sanjay Badhe
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Abstract: The integrated set of functions written in Matlab, dedicate to the extraction of audio tones of musical options connected
to timbre, tonality, rhythm or type. A study on feature analysis in today’s atmosphere, most of the musical information retrieval
algorithmic programs square measure matter based mostly algorithm so we have a tendency that cannot able to build a
classification of musical instruments. In most of the retrieval system, the classification is often done on the premise of term
frequencies and use of snippets in any documents. We have a tendency to gift MIR tool case, associate degree for recognition of
classical instruments, using machine learning techniques to select and evaluate features extracted from a number of different
feature schemes was described by Deng et al. The performance of Instrument recognition was checked using with different
feature selection and algorithms.

Keywords: Musical Instrument Recognition, Mel Frequency Cepstral Coefficient (MFCC), Fractional Fourier Transform
(FRFT), Machine Learning Technique (KNN).

1. INTRODUCTION
Recognizing the objects in the environment from the sound they produce is the primary function of the auditory system. The aim of
Musical instrument recognition is to identify the name and family of musical instrument from the sound they produce. Many attempts
were made for musical instrument identification and classification. The statistical pattern-recognition technique for classification of
some musical instrument tones with few features based on log-lag correlogram.

1.1Musical Instrument Classification
Depend on their shape, method of playing an instrument, the sound they produce: Musical Instruments are classified as follows:

Musical Instrument Families

|
l l l

Brass Woodwind Percussion

String Keyboard

An outline of the set of options which will be extracted with MIR tool cabinet, illustrated with the outline of 3 explicit musical options.
The tool cabinet additionally includes functions for applied math analysis, segmentation and bunch. The event of the tool cabinet is
to facilitate investigation of the relation between musical options and music-induced feeling.

© 2017, www.1JARIIT.com All Rights Reserved Page | 707
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ABSTRACT
This paper deals with design of Sliding Mode Controller (SMC) with proportional plus integral sliding surface

for regulation and tracking of uncertain process control systems. However, design method requires linear state
model of the system. Tuning parameter of SMC has been determined using Linear Quadratic Regulator (LQR) ap-
proach. This results in optimum sliding surface for selected performance index. Matched uncertainty is considered
to obtain the stability condition in terms of its upper bound. A conventional state observer has been used to estimate
the states. The estimated states are then fed to controller for determining control signal. The simulation study and
experimentation on real life level system have been carried out to validate performance and applicability of the
proposed controller.

1 Introduction

Process control systems, possess properties such as, higher order, non-linearity, slow dynamic behaviour, time delay
and external disturbances. These properties makes designing of the controller difficult. Thus, general practice of controller
design for process control systems needs mathematical model. Determination of accurate model is almostimpossible. Hence,
working model of the plant is obtained using various techniques of system identification. These working models always
introduce parametric uncertainty. This leads to necessity of ensuring robustness in addition to stability of the controller to
achieve tight control performance.

Due to simplicity in design and implementation, Proportional Integral Derivative (PID) controllers are used in process
control applications [1]. Among the PID design/tuning methods reported in literature, most of the PIDs are designed using
lower order linearised process models [2-5]. This leads in additional parametric uncertainty, resulting due to model order
reduction. However, very few PID designs are based on higher order model [6, 7]. But, still issue of robustness remains
unsolved, if the robustness measures are not considered in design process.

Sliding Mode Control (SMC) is one of the robust control technique, which possess inherent properties such as, invariance
to parametric uncertainty and disturbance rejection [8-12]. The stability of SMC can be ensured by generating stability
conditions. Also, desired dynamic performance can be achieved by proper selection and designing of sliding surface [9].

Time delay is another important issue in controller design for process control systems. Since, very few SMC design
methods have incorporated time delay in designing process. The common approaches to consider delay in design are,
approximating delay by first order Taylor series or Pade’s approximations [13, 14], Smith Predictor [15] or delay ahead
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Abstract: Image fusion is becoming a promising technique for obtaining a more informative image by combining various source
images captured by multimodal imaging systems. The technique finds application in several fields, such as medical imaging,
material analysis, satellite imaging, including defence and civilian sectors. This study presents a model, named holoentropy-
whale fusion (HWFusion), for the image fusion. Two different multimodal images from magnetic resonance imaging (T1, T1C,
T2, FLAIR) are fed into the wavelet transform to convert the images into four subbands. The wavelet coefficients are then fused
using a weighted coefficient that utilises two factors, entropy and whale fusion factor, which are calculated using holoentropy
and the proposed SP-Whale optimiser, respectively. SP-Whale is an algorithm designed by modifying whale optimisation
algorithm with self-adaptive learning particle swarm optimisation and is used for the optimal selection of whale fusion factor.
Inverse wavelet transform converts the fused wavelet coefficients obtained by the averaging of fusion factors into fused image.
In a comparative analysis, the performance of HWFusion is compared with that of four existing techniques using, mutual
information, peak signal-to-noise ratio, and root mean-squared error (RMSE), where it could attain mutual information of 1.8015,

RMSE of 1.1701, and peak signal-to-noise ratio of 40.6575.

1 Introduction

Innovations in medical imaging modalities, such as ultrasound,
computed tomography (CT), X-ray, magnetic resonance imaging
(MRI), positron emission tomography (PET), electrocardiography
and so on, have added to the visual response from these devices
regarding interpretation and diagnostic analysis [1]. The
radiologists analyse and extract these imaging modalities that
provide a large quantity of meaningful information to detect and
diagnose the diseases for the treatment. Various image processing
techniques, namely image enhancement, deblurring, denoising etc.
are also employed to improve the visual information obtained from
the imaging modalities [2]. Enhancement techniques that are
employed to improve the contrast in CT/MRI scans are restricted
after a limit, as there exist different issues in examining various
modalities in parallel which necessitates the integration of both
useful and complimentary information of images into an image
using fusion techniques for the analysis and diagnosis. Image
fusion [3], which is the process of combining several image
features into a single image, is one of the precise and promising
diagnostic methods used till date in medical imaging. The fused
images obtained from various imaging modalities or instruments
are important in several applications, such as medical imaging,
remote sensing, microscopic imaging, robotics, computer vision
etc. The key concept of medical image fusion is to attain a high-
resolution image which has more details as possible for the purpose
of diagnosis. Therefore, two images of the similar organ are fused
then the fused image has significantly large amount of information
for diagnosis of that organ, as compared to the non-fused images.
Image fusion techniques are classified into two groups, namely
(i) spatial domain fusion method and (ii) transform domain fusion.
In spatial domain fusion method, the pixel values are utilised to
attain the required result. It includes high pass filtering-based
method, hue intensity saturation-based methods, principal
component analysis (PCA), averaging, and Brovey method. The
spatial domain technique generates the spectral distortion and
spatial distortion in the fused image. In transform domain fusion
methods, initially, the image is transferred into other domain, like
frequency domain and all the fusion operations are carried out on
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the transform of the image then, the inverse transform is performed
to obtain the resulting image [4].

The fusion process can be executed at several levels of
information representation, four of which are, signal, feature,
symbolic, and pixel levels [5]. Fusion at symbol-level helps in
using the information obtained from multiple images at the highest
level of abstraction. Here, the input images are processed
individually for the extraction and classification of information.
Some of the fusion techniques at the symbolic level are weighed
decision techniques, Dempster—Shafer's approach, Bayesian
inference, classical inference and so on. Based on the factors such
as data sources, applications and tools available, the appropriate
level for the fusion process are selected. Through image fusion, it
is possible to reduce the storage capacity by bringing together the
information in two images into one fused image, improving the
accuracy in diagnosis such that the redundant information is
avoided. Traditional fusion approaches require registration of the
source images and pixel-level fusion methods are often preferred
than the feature-level or decision-level fusion techniques. In
medical imaging, a fusion of multimodal medical images is an
important approach to attain information from various
multimodalities of medical images.

The fusion approaches for multimodal images can be classified
into three: pixel level, decision level, and feature level. The
transformation of the pixels can be avoided using pixel-level fusion
preserving the information obtained, whereas the decision-level
approach is concerned with feature selection using techniques, such
as fuzzy logic, forecast, and voting. The feature-level approaches
concentrate on highlighting the edges, textures and fine details of
the images. Multiscale transforms like pyramid transform and
discrete wavelet transform (DWT) [6] are broadly used for image
fusion at pixel-level over the years. DWT-based fusion techniques
can perform fusion better than the methods using pyramid
transform [7]. Other techniques of image fusion include transforms
such as complex wavelet, contourlet, and curvelet, which have
directional selectivity and shift-invariance property better than that
of DWT, maximal gradient wavelet, morphological wavelet, and
multiwavelet. However, DWT-based fusion approach is still
preferable for fusion due to its less computational complexity and
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The main objective of the paper is give an ideal about different methods of the text to speech
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INTRODUCTION

word. In this paper, a sensible effort is made collective
framework for building synthesis systems for Marathi
languages. Speech synthesis is the artificial production of
human speech by using text. A computer system used for this
purpose is called a Speech Synthesizer, and can be
implemented using different software or hardware.

Marathi language usually use to spoken by the native people of
Maharashtra. Marathi is the group of Indo-Aryan languages
which are a part of the larger group of Indo-European
languages, all of which can be traced back to a common root.
Among the Indo-Aryan languages, Marathi is the southern-
most language. Matathi languages originated from Sanskrit.
From Sanskrit, three different Prakrit languages, was
developed which is simpler in structure. These are 1. Saurseni
2. Magadhi and 3. Maharashtri. Word was formed using
Vowels are combined with consonants in forming syllables

Implementation method of text to speech Marathi and
other language

Articulatory Synthesis: In this method of speech synthesis,
computer and its hardware are used to mimic humans like

which ultimately form a word. A syllable is a element of
organization for a order of speech sounds. For example, the
word Marathi is composed of three syllables: Ma,ra and thi. A
syllable is typically made up of a syllable nucleus (most often
a vowel) with optional initial and final margins (typically,
consonants). Syllables are habitually considered the
phonological "building blocks" of words. It gives the influence
the rhythm of a language, and its prosody, and stress arrays of

speech using text. In this system the human speech production
model based on human vocal tract and the articulation
processes occurring there. These model uses the vocal and
nasal tracts are treated as tubes that are attached with closures
for articulators such as the tongue, jaw, and lips. A arifical
arrangement was done which is same like vocal tract and
speech is created by digitally simulating the flow of air
through the representation of the vocal tract. Due to
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Abstract

Speech synthesis is the method to convert text in to
speech waveform. Current state-of-the-art text-to-speech
systems for Indian language produce intelligible speech but
lack the prosody of natural utterances using concatenation
speech synthesis. It can be useful for various application,
car navigation, announcements in railway stations, response
services in telecommunications, and e-mail reading.it has
been observed that widely used approach for speech syn-
thesis is based on concatenation of segment, this approach
is called as concatenation technique. This method uses
the pre-recorded unit of speech, which preserve the nat-
uralness and intelligibility of the Marathi language. The
quality of the synthetic speech is the direct function of the
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